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Abstract
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A NEWTON-KRYLOV APPROACH
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<marian@oddjob.utias.utoronto.ca>

Doctor of Philosophy

Graduate Department of Aerospace Science and Engineering

University of Toronto

2003

Optimal shape design of aerodynamic configurations is a challenging problem due to the

nonlinear effects of complex flow features such as shock waves, boundary layers, and separa-

tion. A Newton–Krylov algorithm is presented for aerodynamic design using gradient-based

numerical optimization. The flow is governed by the two-dimensional compressible Navier–

Stokes equations in conjunction with a one-equation turbulence model, which are discretized

on multi-block structured grids. The discrete-adjoint method is applied to compute the ob-

jective function gradient. The adjoint equation is solved using the preconditioned generalized

minimal residual (GMRES) method. A novel preconditioner is introduced, and together with

a complete differentiation of the discretized Navier–Stokes and turbulence model equations,

this results in an accurate and efficient evaluation of the gradient. The gradient is obtained in

just one-fifth to one-half of the time required to converge a flow solution. Furthermore, fast

flow solutions are obtained using the same preconditioned GMRES method in conjunction with

an inexact-Newton approach. Optimization constraints are enforced through a penalty formu-

lation, and the resulting unconstrained problem is solved via a quasi-Newton method. The

performance of the new algorithm is demonstrated for several design examples that include lift

enhancement, where the optimal position of a flap is determined within a high-lift configuration,

lift-constrained drag minimization at multiple transonic operating points, and the computation

of a Pareto front based on competing objectives. In all examples, the gradient is reduced by

several orders of magnitude, indicating that a local minimum has been obtained. Overall, the

results show that the new algorithm is among the fastest presently available for aerodynamic

shape optimization and provides an effective approach for practical aerodynamic design.
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Chapter 1

INTRODUCTION

1.1 Motivation

THE goal of aerodynamic design is to accurately and efficiently determine surface shapes

that attain optimal aerodynamic performance. Among the most important applications

are the design of external surfaces of aircraft, especially wings, and the design of components for

gas-turbine engines, such as compressors and turbines. Although our focus is on aerodynamic

design, it should be noted that optimal shape design problems, where the optimization of a

performance criterion depends on the shape of a boundary, occur in many areas of engineering.

Examples include the design of structures, such as plates and shells, and the problem of minimal

hydrodynamic resistance.1

The primary challenge of aerodynamic design is the underlying complex nature of the flow.

For cruise configurations of commercial aircraft, the flow is compressible, usually transonic,

and may contain features such as shock waves, shock-induced boundary-layer separation, and

boundary-layer transition. At take-off and landing, the use of configurations with multiple

elements, for example slats and flaps, at high angles of attack causes additional difficulties.

An excellent overview of high-lift aerodynamics is provided by Smith [159]. The dominant

1First studied by Newton over three hundred years ago.

1



2 Chapter 1 . INTRODUCTION

flow features include regions of separated flow, confluent boundary layers and wakes, and even

regions of supercritical flow where compressibility effects are important. Such flow features have

a strong influence on the aerodynamic performance of a configuration due to their nonlinear

effects. Consequently, the nonlinear effects must be carefully controlled by the shape of the

configuration in order to realize optimal performance. Note that the design problem inherently

involves multiple operating conditions.

The design of practical configurations with optimal aerodynamic properties requires the

consideration of not only aerodynamics, but also several other disciplines, namely, structures,

acoustics, and controls [161]. The aero-structural coupling is perhaps most significant, since

an optimal aerodynamic design may incur excessive weight penalties [109, 129]. Furthermore,

the design is constrained by numerous engineering requirements [60], such as the desirable fuel

tank volume within the wing. Jameson and Vassberg [88] present an insightful example of

multidisciplinary design based on requirements for a small race plane.

Although aerodynamic design is a complex task, the incentive for the development of ef-

fective design strategies is substantial. The potential benefits include safer and more efficient

aircraft and shorter design-cycle times. For example, an efficient high-lift configuration can sig-

nificantly improve the aerodynamic performance of an aircraft, as well as provide weight savings

and reductions in mechanical complexity of the high-lift system [172]. For cruise configurations,

the benefits include low drag and improved fuel burn, an increase in the drag-divergence Mach

number, and also sonic-boom reductions for the design of quiet supersonic platforms [85, 4].

Experimental methods, using wind tunnel and flight testing, provide the basis of the tradi-

tional “cut and try” approach for the design of new aerodynamic shapes. This approach alone,

however, is too expensive, which has motivated the continual development of sophisticated com-

putational methods for flow simulation [104] and established the field of computational fluid

dynamics. These methods, along with performance gains in computer technology, complement

and in some instances even replace the use of the wind tunnel during the design process. In this

setting, the experimental and computational techniques are analysis tools that provide reliable

estimates of aerodynamic performance for given configurations and operating conditions. A

good physical insight of the designer is required to select and evolve the candidate aerodynamic

shapes and provide an overall control for the design process.

The fundamental question that the design process seeks to answer is the following:

What is the aerodynamic shape that attains the design objectives?

The “cut and try” approach does not address this question directly, resulting in an inefficient

design process. Consequently, a significant research effort has been devoted to the development

of computational methods for the solution of the design problem. The resulting methods can
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be divided into two categories, namely, inverse design methods and numerical optimization

methods.

Inverse design methods, first introduced in 1945 by Lighthill [102], are an established ap-

proach for the determination of an airfoil shape that attains a given pressure distribution. For

example, an experienced designer is able to specify a lift-preserving pressure distribution that is

shock-free for transonic flow conditions, thereby achieving significant drag reductions. Inverse

methods were also used to design the well-known Liebeck high-lift airfoils [101]. An advantage

of this approach is its low computational cost. Giles and Drela [61] developed an inverse de-

sign method using the two-dimensional, coupled Euler and boundary layer equations with a

computational cost equivalent to the solution of just one analysis problem. Although inverse

design methods have been applied to three-dimensional problems [55], their primary limitation

is the specification of desirable pressure distributions that lead to optimal designs, especially

for problems with multiple operating conditions and turbulent and separated flow.

Numerical optimization methods provide a more general approach for solving design prob-

lems. The creativity and insight of an experienced designer are required to reduce the design

problem to a well-posed optimization problem. This involves the definition of objective func-

tions that specify the goals of the optimization, design variables that determine the aerodynamic

shape, as well as constraints that qualify a feasible region of the design space. Note that for

practical problems, it is very likely that the objectives are competing and that changes in the

specification of the optimization problem occur as the design evolves. Typically, the problem is

cast as a minimization, where the objective functions include lift, drag, and moment functionals.

Inverse design can be considered a subset of numerical optimization by defining an objective

function that represents the difference between the target and the actual pressure distributions.

Once an aerodynamic shape optimization problem is defined, a numerical optimization

method coupled with a suitable flow analysis tool (flow solver) is used to find a solution. The

goal of the optimization is to determine a set of design variables that satisfies the objectives

within the feasible region of the design space. This approach provides an effective design

strategy, since the selection of an optimal configuration is based on a systematic and potentially

fast evaluation of candidate designs. Furthermore, the effects of nonlinear flow features, multiple

operating conditions, and multidisciplinary interactions can be intrinsic in the formulation of

the optimization problem.

The main difficulty in the realization of such general optimization algorithms is computa-

tional cost, which is due to the need for repeated evaluation of the objective function, and hence

the flow equations. Objective function gradients can be used to accelerate the convergence of

the optimization problem; however, fast evaluation of accurate gradients is a challenging task.

The goal of this thesis is to develop an accurate and robust algorithm for complex aerodynamic
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shape optimization problems that provides an efficient evaluation of the objective function and

gradient.

An overview of algorithms for aerodynamic shape optimization problems is given in the

following section, which is divided into two parts. In the first part, Subsection 1.2.1, we provide

an outline of the techniques used for the essential components of the optimization problem. In

Subsection 1.2.2, we summarize methods used for the evaluation of the gradient. The objectives

of this thesis are stated in Section 1.3, which also provides an outline of the document.

1.2 Review of Aerodynamic Shape Optimization Algorithms

and Applications

1.2.1 Essential Components

The aforementioned, essential components of an aerodynamic shape optimization problem are

objective functions and constraints, design variables2, a flow solver, and a numerical optimiza-

tion method. These components should be selected carefully, since they have a direct impact

on the accuracy and efficiency of the optimization. Jou et al. [89], Giles [60], and Drela [38]

present important factors that influence the selection of the objective functions and constraints

for practical problems. These factors include limitations of the flow solver that can be exploited

by the optimization procedure and the consideration of multiple operating conditions.

Samareh [154, 153], Oyama [136], and Reuther et al. [146] provide excellent summaries of

shape parameterization techniques that can be used to define design variables. Overall, it is

important that the selected parameterization technique provides sufficient flexibility in order to

realize truly optimal designs; yet, it is also desirable that the number of parameters required to

define the shape is small in order to ensure a reasonable convergence rate of the optimization.

Additional desirable qualities include local shape control, as well as smooth shape perturbations.

The simplest choice of design variables, which does not require an explicit parameterization

technique, is the location of surface nodes in the computational grid. Jameson [84] and Mo-

hammadi [113] have successfully used this approach in conjunction with smoothing operators.

Unfortunately, the number of design variables becomes prohibitively large for three-dimensional,

turbulent flow problems.

The most promising shape parameterization approaches are the shape-function, polynomial

and spline approaches. The shape-function approach was introduced by Hicks and Henne [75].

For recent publications that contain a detailed description of this approach see [48, 146]. An

2Also referred to as design parameters or controls in the context of control theory or genes in the context of
genetic algorithms.
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example of the polynomial approach is PARSEC [160, 59, 136], where practical airfoil parame-

ters such as the trailing-edge angle, airfoil thickness and curvature are used to define the airfoil

shape. Spline approaches, such as basis splines (B-splines) and nonuniform rational B-splines

(NURBS) [32, 53], have received considerable attention [20, 8, 98] since they can be tailored

to provide local and smooth airfoil shape control and are easily incorporated into the CAD

environment.

Closely associated with the design variables is a grid-perturbation algorithm, which adjusts

the computational grid relative to the surface shape defined by the design variables. Although

this task could be accomplished by a grid generator, present-day grid generation tools for com-

plex geometries are computationally expensive and typically not fully automated. Therefore,

grid-perturbation algorithms are often used to modify a baseline grid, which is generated only

once at the start of the optimization. For two- and simple three-dimensional problems using

structured grids, algebraic grid-perturbation strategies work well. Burgreen and Baysal [19]

use an algebraic strategy that preserves the distance to the outer grid boundary and relocates

the nodes in the normal direction proportional to the distance from the surface. A similar

strategy is used by Reuther et al. [145]. However, they note that this strategy fails for three-

dimensional problems where multiple surfaces require simultaneous adjustment. A new strategy

is introduced based on transfinite interpolation [167]. Grid-perturbation algorithms for unstruc-

tured grids generally use a force equilibrium of springs approach, but safeguards are required

for viscous-grid perturbations [8, 47, 42]. A promising strategy for large surface deformations

based on a modified linear elasticity theory is proposed by Nielsen and Anderson [132].

The accuracy of the optimization ultimately depends on the modelling of the flow, and

hence, the flow solver. Accurate modelling of the nonlinear flow effects described in Section 1.1

requires the solution of the compressible, Reynolds-averaged, Navier–Stokes equations combined

with a suitable turbulence model. Two-dimensional flow problems for single and multi-element

airfoils are considered in this work. Detailed reviews of two-dimensional flow solvers and re-

sults for transonic cases are provided by Holst [78] and for high-lift cases see Rumsey and

Ying [149], Klausmeyer and Lin [95], and Fejtek [54]. With the exception of stall and post-

stall conditions, the flow solvers provide accurate estimates of aerodynamic performance. The

algorithm developed in this work is based on two established solvers, namely, ARC2D [143]

and TORNADO [121, 67]. TORNADO is a generalization of the approximate-factorization

algorithm of ARC2D for multi-block structured grids. Both solvers have been a subject of

detailed accuracy studies for a wide range of flow conditions and airfoil configurations, see for

example [107, 78, 182, 122, 54, 120, 34, 149].

The flow solver has also a significant influence on the efficiency of the optimization. The

repeated evaluations of the objective functions required during the optimization demand fast
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flow solutions. Detailed reviews of effective flow solvers for the Navier–Stokes equations are

given by Nelson [119], Pueyo [141], and Walsh [176]. Among the fastest algorithms are the

Newton–Krylov solvers [175, 9, 7, 142, 183, 22]. For example, promising results are presented

by Pueyo and Zingg [142], who used the preconditioned generalized minimal residual (GMRES)

Krylov subspace method [152] in conjunction with an inexact-Newton strategy. A critical com-

ponent in this approach is a fast solution of the linear system at each Newton iteration, which

is provided by the preconditioned GMRES method. For the aerodynamic shape optimization

problem, such Newton–Krylov solvers are very appealing, since they not only provide fast so-

lutions to the flow equations, but the preconditioned GMRES method can also be used to

compute objective function gradients.

Numerical optimization methods, which control the solution of the optimization problem,

can be divided into the following four categories: 1) classical direct search methods, 2) stochas-

tic methods, 3) gradient-based methods, and 4) fully-coupled methods. An insightful summary

of direct search methods is provided by Lewis et al. [99]. Among the most well-known di-

rect search methods is the simplex method of Nelder and Mead. Duvigneau and Visonneau [42]

investigate the performance of this method for aerodynamic and hydrodynamic shape optimiza-

tion problems, including the optimization of a high-lift configuration. The flow is governed by

the two-dimensional incompressible Navier–Stokes equations. Although this approach provides

a robust optimization method, its convergence to the optimal solution is slow and requires a

large number of flow evaluations.

Simulated annealing [94] and genetic algorithms [68] are good examples of stochastic meth-

ods. The latter, in particular, have received considerable attention for application in aero-

dynamic shape optimization problems, see for example Giannakoglou [59], Marco et al. [108],

Obayashi [134], and Oyama [136]. The fundamental concepts of genetic algorithms are based

on the process of natural selection. These algorithms are capable of finding a global optimum,

are well-suited for problems with multiple and non-smooth objectives, and can be used with

categorical design variables. The primary disadvantage of genetic algorithms is high compu-

tational cost. Tse and Chan [170] and Holst and Pulliam [79] provide optimization examples

where up to 10,000 flow solutions are required to reach convergence.

Gradient-based methods [66, 36, 133] are potentially the most effective methods for aero-

dynamic shape optimization problems, since significant design improvements can be obtained

in a relatively few evaluations of the objective function and gradient. However, these methods

require a smooth design space3 and inherently converge to a local optimum. The gradient can

be used directly to determine a search direction for the optimization process, which is the case

3Recently, Moreau and Aeyels [115] examined the optimization of discontinuous objective functions using the
concept of generalized gradients.
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for the classic method of steepest descent. Alternatively, the gradient in conjunction with the

objective function value can be used to approximate the “curvature” of the design space, which

leads to the much more efficient quasi-Newton methods and conjugate gradient methods. In

1974, Hicks, Murman, and Vanderplaats [76] were the first to apply gradient-based methods

to aerodynamic shape optimization problems. They used the method of feasible directions,

which is based on conjugate gradients, to optimize airfoil shapes in transonic flow governed by

the small-disturbance equation. Since this pioneering work, the application of gradient-based

methods to aerodynamic shape optimization problems has been an active area of research.

Although steepest descent, quasi-Newton, and conjugate gradient methods were originally

developed in the context of unconstrained optimization, when combined with other techniques

these methods are also effective for constrained problems. The aerodynamic shape optimization

problem can be formulated as an unconstrained problem by a careful selection of objective

functions and design variables [27, 84, 165]; however, constraints that represent structural

limitations, such as volume or thickness requirements, are usually necessary.

The most popular approaches for constrained problems include the projection of the search

direction into the allowable design space [37, 48, 86], the use of the Kreisselmeier-Steinhauser

function [181, 8, 131, 11] and other penalty methods [113], and the use of methods based on

sequential quadratic programming (SQP) [66, 146, 162, 91]. Melvin et al. [112], see also [89],

use the SQP approach, but introduce an approximate Hessian formulation. Jameson and Vass-

berg [87] compare a number of gradient-based methods using a model problem with as many

as 8,000 design variables. It should be emphasized that one of the main challenges for effective

implementation of gradient-based methods is an accurate and efficient computation of the gra-

dient. Methods for gradient computation are summarized in the following subsection, which

also includes example applications.

Fully-coupled methods4 use a Lagrangian formulation for the optimization problem and

attempt to solve the corresponding coupled system of nonlinear equations that define the first-

order optimality conditions. Excellent descriptions of this approach are provided by Gun-

zburger [71], Biros and Ghattas [16], and Shenoy et al. [156]. Note that the gradient-based

methods solve the same system of nonlinear equations, but in a decoupled form. Consequently,

the flow equations and the gradient must be evaluated repeatedly, which is computationally

expensive. The main advantage of fully-coupled methods is that the repeated flow and gradient

evaluations are avoided; however, the coupled system of nonlinear equations is approximately

twice the size of the flow equations. In addition, the system size increases linearly with the

number of objectives and operating conditions considered in the optimization problem.

4Also referred to as all-at-once and one-shot methods.
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Frank and Shubin [57] compare the fully-coupled and gradient-based methods for an inverse

design problem using a quasi-one-dimensional nozzle flow. They conclude that the fully-coupled

approach is less robust but considerably more efficient than gradient-based methods. A similar

problem is also considered by Feng and Pulliam [56], and Gatsis and Zingg [58]. Iollo et al. [82]

apply a pseudo-time method to solve the fully-coupled system and examine an inverse design

problem using the two-dimensional Euler equations. They report that the computational cost of

the optimization problem is only three to four times greater than the analysis problem. Biros

and Ghattas [16] also consider an inverse design problem, but for a laminar incompressible

flow. Their fully-coupled method appears to converge five time faster when compared with

conventional SQP methods.

We conclude this subsection with a brief overview of approximation techniques. These

techniques are combined with numerical optimization methods in order to obtain reductions in

the computational cost of the optimization. The main idea is to approximate the design space

with a simpler, low-cost model. On the basis of this model, a numerical optimization method

is used to find an approximate optimal solution. The model can be subsequently refined and

the procedure repeated.

Dadone and Grossman [29, 30] present a progressive optimization procedure that uses grid-

sequencing and loosely-converged flow and gradient evaluations. Their results indicate that

the amount of computational work required for the convergence of the optimization is equiva-

lent to just four flow solutions. Alexandrov et al. [3] consider variable-fidelity physics models

for gradient-based optimization of high-lift configurations. This model-management approach

can yield up to five-fold savings in computational work relative to the high-fidelity model

alone. Greenman and Roth [69] use an artificial neural network in conjunction with genetic

and gradient-based algorithms to optimize the positions and deflections of slats and flaps. Ahn

et al. [2] construct a response surface based on quadratic polynomials and consider airfoil opti-

mization problems in transonic flow governed by the Navier–Stokes equations. Otto et al. [135]

present a Bayesian-validated surrogate approach that estimates the accuracy of the approxi-

mation and provides error bounds for the optimal solution. LeGresley and Alonso [97] apply

proper orthogonal decomposition to construct a reduced-order model for the Euler equations.

The resulting model is evaluated for inverse design problems. Chung and Alonso [24] investi-

gate a Cokriging method that uses objective function and gradient values to approximate the

design-space surface.
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1.2.2 Numerical Methods for Gradient Computation

Finite-difference schemes are a classic approach for the computation of objective function gra-

dients [76, 75, 27, 52]. An advantage of this approach is that its implementation is straight-

forward. Unfortunately, there are two significant disadvantages. First, for practical problems

the computational cost of repeated finite-difference gradient calculations is prohibitive. Sec-

ond, finite-difference schemes are prone to accuracy errors due to their dependence on the step

size. Recently, Anderson et al. [6] and Martins et al. [110] presented improved accuracy results

for finite-difference gradient calculations using an approach based on complex variables [106].

Although this approach is insensitive to the step size, it requires even greater computational

resources. In this work, we have not implemented the complex variable approach; however, we

found the finite-difference gradients very useful for testing and validation studies.

Two significantly better ways of computing the gradient are the direct, or flow-sensitivity,

method and the adjoint method [138]. Pironneau [139] provides an insightful overview of the

development of these methods that includes a discussion of theoretical results on the existence

of solutions, techniques for numerical implementation, and practical applications. Both meth-

ods have been applied to design problems governed by the steady Navier–Stokes equations and

can be subdivided into the continuous [84, 86, 162, 171, 117, 118, 166] and the discrete ap-

proach [10, 8, 5, 96, 157, 49, 45, 90, 62, 180]. For the continuous approach, the adjoint (or

sensitivity) equation is derived from the continuous flow equations and then discretized, while

for the discrete approach, the adjoint equation is derived directly from the discrete flow equa-

tions. Gunzburger [71], and Giles and Pierce [63] provide detailed reviews of both approaches.

Furthermore, the adjoint and flow-sensitivity methods have been also applied to control prob-

lems for unsteady flow5 [72, 74, 83], and the adjoint method is a promising approach for error

analysis [65, 174].

The main advantage of the adjoint method over the flow-sensitivity method is that the

cost of the gradient computation is virtually independent of the number of design variables.

However, flow-sensitivities can be useful for design problems that contain constraints dependent

on the flow variables [180]. In addition, it may be advantageous to implement both methods

since the resulting information can be used to accelerate the convergence of the design problem

by constructing better approximations of the Hessian matrix [37, 89, 157].

Jameson et al. [86] derived the viscous adjoint terms for the continuous approach for laminar

and turbulent flows on structured grids. Although this formulation neglects the linearization of

laminar and turbulent viscosities, it has been successfully applied to a number of aerodynamic

shape optimization problems, including two-dimensional high-lift configurations [92, 93] with

5Similar unsteady adjoint applications are also frequent in meteorology [168, 177].
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the Baldwin–Lomax and the one-equation Spalart–Allmaras turbulence models [164]. Nadara-

jah and Jameson [118] obtained inaccurate gradients using the continuous adjoint approach

when considering objective functions based on skin-friction drag. In order to overcome this

problem they suggest replacing the viscous continuous adjoint boundary condition with the

discrete adjoint boundary condition.

Anderson and Venkatakrishnan [8] analyzed both the continuous- and discrete-adjoint meth-

ods for unstructured grids and implemented the discrete approach for viscous design problems.

Anderson and Bonhaus [5] extended this work to turbulent flows by differentiating the Spalart–

Allmaras turbulence model by hand. They report accurate gradients for turbulent design cases.

Nielsen and Anderson [131] apply the same strategy to three-dimensional, turbulent flow design

problems and also demonstrate excellent gradient accuracy. Furthermore, their results show

the influence of various simplifying assumptions in the linearization of the discretized governing

equations, such as the assumption of constant turbulent viscosity and a linearization based on

first-order discretization. They conclude that most of these simplifying assumptions result in

significant gradient errors. Similar results are obtained by Kim et al. [90]. Automatic differ-

entiation can be used to differentiate the governing flow equations [114, 157, 6]. However, the

resulting gradient computation is usually not as efficient and extensive modifications of the flow

solver code may be required in order to control memory requirements.

In the adjoint and flow-sensitivity methods, the computational cost of the gradient calcu-

lation is dominated by the solution of the large linear system of equations that arises from

the flow Jacobian matrix. A popular approach to solve the adjoint and flow-sensitivity equa-

tions is to use the same scheme that solves the governing flow equations, for example the ex-

plicit and point-implicit multistage Runge–Kutta schemes coupled with multigrid [86, 49, 62],

the approximate-factorization scheme [96], and also the lower-upper symmetric-Gauss–Seidel

(LU-SGS) scheme [90]. The preconditioned GMRES method has been used to solve the dis-

crete sensitivity equation for laminar flows [44] and also to solve the discrete adjoint equa-

tion in conjunction with a backward-Euler time-marching scheme with multigrid for turbulent

flows [8, 131, 132]. Generally, the computational effort required to converge the adjoint equation

sufficiently in order to obtain accurate gradients is approximately equivalent to one to two flow

solutions; however, for the discrete adjoint method this effort may be significantly increased if

memory limitations prohibit the storage of the flow Jacobian matrix [130, 90].

Incomplete gradients [114, 163] are a promising approach for reducing the cost of gradient

computations. This approach is based on the assumption that for small changes in shape, the

flow solution remains almost unchanged. Consequently, only grid nodes close to the shape

boundary of interest are considered during the gradient computation. A disadvantage of in-

complete gradients is that they introduce accuracy errors in the gradient. This error can have
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an adverse effect on the convergence of the optimization [31, 15].

1.3 Objectives

The objectives of this thesis are two-fold:

1. Develop a gradient-based algorithm for aerodynamic shape optimization problems that

are governed by the compressible, two-dimensional Navier–Stokes equations in conjunction

with the Spalart-Allmaras turbulence model. This objective can be further subdivided as

follows:

• Establish a framework for gradient-based optimization of single- and multi-element

airfoil configurations. This includes methods for airfoil shape parameterization, grid-

perturbation, flow solution, gradient computation, and an optimization procedure.

• Examine the use of the preconditioned GMRES method to solve the discrete adjoint

and flow-sensitivity equations for gradient computations.

• Accelerate the convergence rate of the flow solver by applying the same precondi-

tioned GMRES method in conjunction with an inexact-Newton strategy.

2. Evaluate and characterize the new algorithm in a practical aerodynamic design context

by applying it to several representative design examples, including inverse design, maxi-

mization of lift-to-drag ratio, lift-enhancement of high-lift configurations, lift-constrained

drag minimization at multiple transonic operating points, and the computation of Pareto

fronts based on competing objectives. Factors under consideration include the accuracy

and efficiency of the gradient computation, the efficiency of the flow solver, the overall

efficiency of the optimization procedure, and global and local optimal solutions.

Chapters 2 and 3 address the first objective, where we present the governing equations for the

formulation of the optimization problem and the numerical algorithm, respectively. Thereafter,

we focus on the second objective. The algorithm is validated in Chapter 4 and design examples

are presented in Chapter 5. The development and application of the new aerodynamic shape

optimization algorithm is also presented in [123, 125, 127, 124, 126, 128, 184], which provide

additional results.





Chapter 2

GOVERNING EQUATIONS

2.1 Problem Formulation

The aerodynamic shape optimization problem consists of determining values of design variables

X, such that the objective function J is minimized

min
X

J (X, Q) (2.1)

subject to constraint equations Cj

Cj(X, Q) ≤ 0 j = 1, . . . , Nc (2.2)

where the vector Q denotes the conservative flow variables and Nc denotes the number of

constraint equations. The flow variables are forced to satisfy the governing flow equations

within a feasible region of the design space Ω

F(X, Q) = 0 ∀ X ∈ Ω (2.3)

which implicitly defines Q = f(X). The following sections provide a detailed description of

Eqs. 2.1–2.3 in order to clearly define the aerodynamic shape optimization problem.

13



14 Chapter 2 . GOVERNING EQUATIONS

2.2 Design Variables

The vector of design variables, X, primarily contains parameters that control the shape of the

airfoil. Depending on the problem of interest, additional design variables may include the angle

of attack, and the horizontal and vertical translation design variables that control the position

of slats and flaps in multi-element configurations. The element’s relative deflection angle within

a configuration is kept constant.

B-splines are used to parameterize the airfoil shape. The following development, which

describes the construction of a B-spline curve and the initial airfoil shape approximation, is

based on the work of de Boor [32] and Hoschek [80], with additional information provided

in [53, 148]. The parametric representation of an airfoil shape with a B-spline curve is given by

xa(wj) =
n+1∑

i=1

Xc
i Bi,k(wj) (2.4)

ya(wj) =
n+1∑

i=1

Y c
i Bi,k(wj) (2.5)

where (xa, ya) are the Cartesian coordinates of the airfoil surface, Bi,k are the B-spline basis

functions of order k (degree k− 1), (Xc
i , Y

c
i ) are the coordinates of the B-spline control points,

and n + 1 is the total number of control points. Cubic B-splines, k = 4, are used for all test

cases. The B-spline basis functions are defined by the Cox–de Boor recurrence relation

Bi,1(wj) =

{
1 if di ≤ wj < di+1

0 otherwise

Bi,k(wj) =
wj − di

di+k−1 − di
Bi,k−1(wj) +

di+k − wj

di+k − di+1
Bi+1,k−1(wj) (2.6)

where the vector d represents a nonuniform knot sequence given by

di =





0 1 ≤ i ≤ k

n−k+2
2

[
1− cos

(
i−k

n−k+2π
)]

k + 1 ≤ i ≤ n + 1

n− k + 2 n + 2 ≤ i ≤ n + k + 1

(2.7)

Note that the knots are clustered near the end points of the curve in order to provide greater

fidelity near the leading and trailing edges of the airfoil. For single-element airfoils, Eq. 2.7 is

used to obtain the knot sequence for the lower surface and the same sequence is then reused for

the upper surface of the airfoil. For complex multi-element configurations, where the computa-

tional grid contains multiple cluster points, the cosine knot distribution, see Eq. 2.7, is replaced

by a linear distribution given by i− k. This distribution can be adjusted by the user in order

to provide a detailed control over the initial location of the B-spline control points. An efficient

algorithm for the evaluation of Eq. 2.6 is presented by de Boor [32].
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The distance along the B-spline curve is represented by the parameter value wj for each

point j on the surface of the airfoil. The initial values of w are given by

w1 = 0

wj =
(n− k + 2)

LT

j−1∑

m=1

√
Lm j = 2, . . . , N (2.8)

where N denotes the total number of airfoil surface points. The segment length between airfoil

surface points is represented by Lm and LT is given by

LT =
N−1∑

m=1

√
Lm (2.9)

The multiplication by the factor n − k + 2 in Eq. 2.8 ensures that the maximum value of

the parameter vector is equal to the maximum value of the knot vector. Eq. 2.8 is referred

to as the centripetal chord length parameterization. This parameterization provides better

estimates of wj for curves with regions of high curvature than the more traditional chord length

parameterization [53], which is obtained by removing the square root from Eqs. 2.8 and 2.9. It

is important to note that the parameter vector remains constant throughout the optimization

procedure.

At the onset of the optimization procedure, it is necessary to determine the location of the

B-spline control points that best approximate the initial airfoil shape. Assume that the initial

airfoil surface is defined by a set of points Pj = P (x∗j , y
∗
j ). A linear least-squares formulation

is used to find the location of the control points D(Xc
i , Y

c
i ) such that the distance between the

data point Pj and the corresponding B-spline curve point Cj = C[xa(wj), ya(wj)] is minimized

min
D

N∑

j=1

‖Pj − Cj‖ (2.10)

The obtained control points (Xc
i , Y

c
i ) and the initial parameter vector w define a curve C for

which most of the vectors Pj−Cj are not perpendicular to the tangent C ′
j . This is a consequence

of the fact that the initial parameter vector w only approximates the location of the data points.

A procedure to improve the values of w is proposed by Hoschek [80] and is based on a Newton

update

wj = wj + ∆rj
dn+1 − d1

`
(2.11)

where ∆rj = (Pj−Cj)C ′
j/‖C ′

j‖, and ` is the length of the control polygon defined by the control

points. The parameter correction update is permissible if ‖Pj−C[xa(wj), ya(wj)]‖ < ‖Pj−Cj‖,
otherwise the update is reduced by a factor of two. The least-squares problem, Eq. 2.10, is re-

evaluated with the new parameter vector in order to obtain a better set of control points. This



16 Chapter 2 . GOVERNING EQUATIONS

x

y

0 0.25 0.5 0.75 1
-0.08

-0.06

-0.04

-0.02

0

0.02

0.04

0.06

0.08

Original Points
Fitted Points
Control Points 1

2

3

4

56

7

8

9

10 11

12

13
14

15

Figure 2.1: B-spline curve and control points for the NACA 0012 airfoil

procedure typically converges within a few hundred iterations, although for some cases a few

thousand iterations are required. The iterations do not require significant computational effort.

In addition, the B-spline curve is forced to pass through the leading- and trailing-edge points

in order to maintain the orientation of the chord line.

An example is shown in Fig. 2.1, where cubic B-splines constructed from 15 control points

are used to approximate the NACA 0012 airfoil. By increasing the number of control points,

the accuracy of the B-spline curve is improved. For the test cases considered in this work, the

maximum error between the B-spline curve and the original data points is below 5 × 10−4c.

Numerical experiments performed on a number of airfoil shapes suggest that 25 control points

are sufficient to reach an error tolerance of 8×10−5c. Trépanier et al. [169] show that for errors

below this threshold, the pressure distribution for the B-spline approximation is very close to

the pressure distribution for the original airfoil. Note that the manufacturing tolerance used by

the aircraft industry is typically assumed to be 2× 10−4c. Figure 2.2 shows an example for a

multi-element configuration, where a B-spline curve is fitted over the upper surface of the main

element and flap for the NLR 7301 airfoil.

The coordinates of the B-spline control points are used as design variables and we only

allow displacements in the vertical direction. The control points associated with leading and
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Figure 2.2: B-spline curves, control points, and flap translation design variables for the

NLR 7301 configuration
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Figure 2.3: Definition of gap and overlap distances
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trailing edges remain fixed. In addition to the control points, the design variables may also

include the horizontal and vertical translation of the high-lift elements within a multi-element

configuration. An example is shown in Fig. 2.2, where the translation design variables are

labeled as Fx and Fy. These variables control the gap and overlap distances in the slot region

of the configuration as defined in Fig. 2.3.

2.3 Objective Functions

The inverse design, lift-constrained drag minimization, lift enhancement, and maximization of

lift-to-drag ratio optimization problems are considered. For the inverse design problem the

objective function is given by

J =
1
2

∫

B
(Cp − C∗

p)2ds (2.12)

where C∗
p represents the target pressure distribution which is user specified and B denotes the

airfoil boundary. By minimizing J , the optimizer finds the shape of the airfoil that, in the

least-squares sense, best matches the target pressure distribution.

For the lift-constrained drag-minimization and lift-enhancement problems, the objective

function has the form

J =





ωL

(
1− CL

C∗L

)2
+ ωD

(
1− CD

C∗D

)2
if CD > C∗

D

ωL

(
1− CL

C∗L

)2
otherwise

(2.13)

where C∗
D and C∗

L represent the target drag and lift coefficients, respectively. The weights ωD and

ωL are user-specified constants. We find this formulation of the objective function particularly

useful, since it provides an intuitive approach for the selection of weights and additional terms,

such as the moment coefficient, can be readily included. For the maximization of lift-to-drag

ratio problem we use

J =
CD

CL
(2.14)

The weighted-sum method is used for multi-point optimization problems,

Jm =
Nm∑

i=1

wi Ji (2.15)

where Nm denotes the number of design points (typically defined by freestream Mach numbers),

and wi represents a user-assigned weight for each design point. The strengths and weaknesses

of the weighted-sum method are well illustrated by Drela [38] for a number of aerodynamic

shape optimization problems, including the design of cruise configurations for transonic flow.
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2.4 Constraints

The constraint equations, Eq. 2.2, primarily represent airfoil thickness constraints that are used

to ensure feasible designs. For multi-element configurations, it is also necessary to constrain

the gap and overlap distances in order to prevent collisions among the elements and to ensure a

reasonable computational grid (further discussed in Section 3.5). Additional constraints, that

are useful for practical design, include the leading-edge radius and the trailing-edge angle. Note

that the constraints are a function of only the design variables, i.e. Cj(X) ≤ 0. For example,

the thickness constraints are given by

h∗(xj)− h(xj) ≤ 0 (2.16)

where h∗(xj) represents the minimum allowable thickness at location xj and h(xj) represents

the current airfoil thickness.

2.5 Flow Equations

The governing flow equations, Eq. 2.3, are the compressible Navier–Stokes equations in con-

junction with a one-equation turbulence model. These equations are expressed in generalized

curvilinear coordinates in order to facilitate the use of finite differences. The high-Reynolds

number aerodynamic flows under consideration allow the use of the thin-layer approximation.

2.5.1 Navier–Stokes Equations

For a two-dimensional flow with density ρ, velocities (u, v) in Cartesian coordinates (x, y), and

total energy e, the compressible Navier–Stokes equations are given by

∂Q

∂t
+

∂E

∂x
+

∂F

∂y
= Re−1

(
∂Ev

∂x
+

∂Fv

∂y

)
(2.17)

where

Q =




ρ

ρu

ρv

e




(2.18)

is the vector of conservative dependent flow variables. The convective flux vectors are given by

E =




ρu

ρu2 + p

ρuv

u(e + p)




and F =




ρv

ρvu

ρv2 + p

v(e + p)




(2.19)
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The viscous flux vectors are given by

Ev =




0

τxx

τxy

ϕ1




and Fv =




0

τxy

τyy

ϕ2




(2.20)

with

τxx = (µ + µt)(4ux − 2vy)/3

τxy = (µ + µt)(uy − vx)

τyy = (µ + µt)(−2ux + 4vy)/3 (2.21)

ϕ1 = uτxx + vτxy + (µPr−1 + µtPr−1
t )(γ − 1)−1∂x(a2)

ϕ2 = uτxy + vτyy + (µPr−1 + µtPr−1
t )(γ − 1)−1∂y(a2)

Pressure, p, is related to the flow variables by the equation of state for a perfect gas

p = (γ − 1)
[
e− 1

2
ρ(u2 + v2)

]
(2.22)

and the speed of sound, a, is given by

a =
√

γp

ρ
(2.23)

Note that Eqs. 2.17–2.23 are written in a non-dimensional form. The non-dimensional variables

are obtained by using the following scaling parameters

x =
x̄

c
, y =

ȳ

c
, ρ =

ρ̄

ρ∞
, u =

ū

a∞
, v =

v̄

a∞
, e =

ē

ρ∞a2∞
, t =

t̄ a∞
c

(2.24)

where the bar symbol denotes dimensional variables, ∞ refers to freestream quantities and c is

the chord length of the airfoil. The ratio of specific heats, γ, is 1.4 for air under the conditions

of interest here.

Sutherland’s law is used to relate the dynamic viscosity, µ, to temperature

µ =
µ̄

µ∞
=

(T̄ /T∞)3/2(T∞ + S∗)
T̄ + S∗

=
a3(1 + S∗/T∞)
a2 + S∗/T∞

(2.25)

where T∞ denotes the freestream temperature which is assumed to be 460.0◦R and the constant

S∗ is 198.6◦R for air. Turbulent eddy viscosity is denoted by µt, Re is the Reynolds number, Pr

is the laminar Prandtl number, and Prt is the turbulent Prandtl number. The non-dimensional,

laminar Prandtl number is given by

Pr =
c̄pµ̄

κ̄t
(2.26)
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where κ̄t denotes the thermal conductivity and c̄p is the specific heat at constant pressure. The

laminar and turbulent Prandtl numbers are assumed to be constant and are set to 0.72 and

0.90, respectively. The scaling for the Reynolds number is given by

Re =
ρ∞ c a∞

µ∞
(2.27)

The boundary conditions for the Navier–Stokes equations are discussed in Section 3.2.1.

2.5.2 Turbulence Model

The dynamic eddy viscosity, µt in Eq. 2.21, accounts for the effects of turbulence. The Spalart–

Allmaras turbulence model [164] is used to determine the value of µt. This one-equation trans-

port model, written in non-dimensional and non-conservative form, is given by

∂ν̃

∂t
+ u

∂ν̃

∂x
+ v

∂ν̃

∂y
=

cb1

Re
(1− ft2) S̃ν̃ +

1
σRe

{
(1 + cb2)∇ · [(ν + ν̃)∇ν̃]− cb2 (ν + ν̃)∇2ν̃

}

− 1
Re

(
cw1fw − cb1

κ2
ft2

)(
ν̃

dw

)2

+Reft1∆U2 (2.28)

where ν̃ is the non-dimensional working variable. The freestream kinematic laminar viscosity

is used to render ν̃ non-dimensional

ν̃ =
¯̃ν

ν∞
= ¯̃ν

ρ∞
µ∞

(2.29)

The kinematic eddy viscosity, νt = µt/ρ, is obtained from

νt = ν̃fv1 (2.30)

where

fv1 =
χ3

χ3 + c3
v1

(2.31)

and

χ =
ν̃

ν
(2.32)

The production term S̃ is given by

S̃ = S Re +
ν̃

κ2d2
w

fv2 (2.33)

where

S =
∣∣∣∣
∂v

∂x
− ∂u

∂y

∣∣∣∣ (2.34)

is the magnitude of the vorticity, dw is the distance to the closest wall and

fv2 = 1− χ

1 + χfv1
(2.35)
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The destruction function fw is given by

fw = g

[
1 + c3

w3

g6 + c6
w3

] 1
6

(2.36)

where

g = r + cw2(r6 − r) (2.37)

and

r =
ν̃

S̃κ2d2
w

(2.38)

The functions ft1 and ft2 control the laminar-turbulent transition locations. In this work, the

flow is assumed to be fully turbulent. Therefore, the functions ft1 and ft2 are set to zero. For

a definition of these functions see [164]. The remaining parameters are constants given by

cb1 = 0.1355 cb2 = 0.622

cw1 = cb1/κ2 + (1 + cb2)/σ κ = 0.41 (2.39)

cw2 = 0.3 cw3 = 2.0

cv1 = 7.1 σ =
2
3

The turbulence model boundary conditions are discussed in Section 3.2.1.

2.5.3 The Thin-Layer Approximation and Coordinate Transformation

For attached or mildly-separated aerodynamic flows at high-Reynolds numbers, the Navier–

Stokes equations can be simplified by using the thin-layer approximation. For such flows, the

viscous derivatives in the streamwise direction are much smaller than the viscous derivatives in

the normal direction. The thin-layer approximation therefore neglects the viscous streamwise

derivatives.

The grids that are used to discretize the physical domain around the airfoil are constructed

such that the grid lines follow the contours of the airfoil in one direction and are locally normal

to the airfoil in the other direction. These directions are referred to as ξ and η, respectively. A

general transformation

τ = t

ξ = ξ(x, y, t) (2.40)

η = η(x, y, t)

is used to map the curvilinear grid into a computational domain where the spacing is uni-

form and equal to one, as illustrated in Fig. 2.4. For further details regarding the thin-layer

approximation and the generalized curvilinear coordinate transformation see [143, 167].
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x

y

Figure 2.4: Curvilinear coordinate transformation (used with permission from T. H. Pul-

liam [143])

The thin-layer Navier–Stokes equations, written in generalized curvilinear coordinates, are

given by

∂Q̂

∂τ
+

∂Ê

∂ξ
+

∂F̂

∂η
= Re−1 ∂Ŝ

∂η
(2.41)

where

Q̂ = J−1Q = J−1




ρ

ρu

ρv

e




(2.42)

The convective flux vectors are

Ê = J−1




ρU

ρUu + ξxp

ρUv + ξyp

(e + p)U − ξtp




, F̂ = J−1




ρV

ρV u + ηxp

ρV v + ηyp

(e + p)V − ηtp




(2.43)

with

U = ξt + ξxu + ξyv, V = ηt + ηxu + ηyv (2.44)

the contravariant velocities. The variable J represents the metric Jacobian of the transformation

J−1 = (xξyη − xηyξ) (2.45)
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The viscous flux vector is

Ŝ = J−1




0

ηxm1 + ηym2

ηxm2 + ηym3

ηx(um1 + vm3 + m4) + ηy(um2 + vm3 + m5)




(2.46)

with

m1 = (µ + µt)(4ηxuη − 2ηyvη)/3

m2 = (µ + µt)(ηyuη + ηxvη)

m3 = (µ + µt)(−2ηxuη + 4ηyvη)/3 (2.47)

m4 = (µPr−1 + µtPr−1
t )(γ − 1)−1ηx∂η(a2)

m5 = (µPr−1 + µtPr−1
t )(γ − 1)−1ηy∂η(a2)

The Spalart–Allmaras turbulence model without the laminar-turbulent transition functions,

written in generalized curvilinear coordinates, is given by

∂ν̃

∂τ
+ U

∂ν̃

∂ξ
+ V

∂ν̃

∂η
=

1
Re

{
cb1S̃ν̃ − cw1fw

(
ν̃

dw

)2

+
1
σ

[(1 + cb2) T1 − cb2T2]

}
(2.48)

where

T1 = ξx
∂

∂ξ

[
(ν + ν̃) ξx

∂ν̃

∂ξ

]
+ ηx

∂

∂η

[
(ν + ν̃) ηx

∂ν̃

∂η

]

+ ξy
∂

∂ξ

[
(ν + ν̃) ξy

∂ν̃

∂ξ

]
+ ηy

∂

∂η

[
(ν + ν̃) ηy

∂ν̃

∂η

]
(2.49)

and

T2 = (ν + ν̃)
[
ξx

∂

∂ξ

(
ξx

∂ν̃

∂ξ

)
+ ηx

∂

∂η

(
ηx

∂ν̃

∂η

)
+ ξy

∂

∂ξ

(
ξy

∂ν̃

∂ξ

)
+ ηy

∂

∂η

(
ηy

∂ν̃

∂η

)]
(2.50)

Note that all terms containing mixed derivatives have been neglected.



Chapter 3

THE NEWTON–KRYLOV

ALGORITHM

The aerodynamic shape optimization problem defined by Eqs. 2.1–2.3 is cast as an uncon-

strained problem. This is accomplished by lifting the side constraints, Eq. 2.2, into the ob-

jective function J using a penalty method. Furthermore, the constraint imposed by the flow

equations, Eq. 2.3, is satisfied at every point within the feasible design space, and consequently

these equations do not explicitly appear in the formulation of the optimization problem.

For an unconstrained minimization problem, the well-known necessary and sufficient condi-

tions for a design variable vector X∗ to be a local minimizer of J can be stated as follows. It is

necessary that the gradient G of the objective function equal zero and that the Hessian of the

objective function is at least positive semi-definite at X∗. The sufficient condition states that

the Hessian is required to be positive definite at X∗. For further details see [36, 133]. These

optimality conditions can be satisfied only when the gradient is based on the discrete form of

Eqs. 2.1–2.3 [71, 117, 63].

The discrete form of the objective functions and constraints is presented in Section 3.1 in

conjunction with penalty methods. The discrete form of the flow equations is presented in Sub-

25
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section 3.2.1 and the derivation of the gradient, using the discretized flow equations, is given in

Section 3.3. An optimizer based on the quasi-Newton method is used to solve the aerodynamic

shape optimization problem. At each step of the optimization procedure, the algorithm requires

the value of the objective function, which is provided by the solution of the flow equations, and

also the objective function gradient. For a given number of objective function and gradient

evaluations, the overall efficiency of the optimization procedure is dominated by the time re-

quired to solve the flow equations and compute the gradient. In Subsections 3.2.2 and 3.3.2, we

provide a description of a fast strategy for the evaluation of the flow equations and the gradient,

respectively. The optimizer is discussed in Section 3.4, and a grid-perturbation strategy that

accommodates the airfoil shape and position changes throughout the optimization procedure is

presented in Section 3.5. Overall, this chapter provides a detailed description of all components

of a new aerodynamic shape optimization algorithm, which we refer to as the Newton–Krylov

algorithm.1

3.1 Objectives with Constraints

A penalty method is used to combine the objective function with the constraint equations. For

example, the formulation for the thickness constraints is given by

J = Jd + ωT

Nc∑

j=1

Cj (3.1)

where Jd denotes the design objectives defined by Eqs. 2.13 and 2.14, and ωT is a user specified

constant. The constraint equations Cj , based on Eq. 2.16, are cast using a quadratic penalty

term

Cj =

{
[1− h(xj)/h∗(xj)]

2 if h(xj) < h∗(xj)

0 otherwise
(3.2)

A similar formulation is used to enforce the lower and upper bounds for the gap and overlap

distances, where we use an additional user specified constant ωP. It is important to realize that

the purpose of the constraints is two-fold: 1) to prevent the occurrence of infeasible shapes, such

as airfoil surface cross-over, during the optimization, and 2) to enforce engineering structural

limitations, such as minimum airfoil thickness. The former constraints are usually inactive

for the final design, while the latter constraints are typically active. The penalty formulation

works well for the design cases presented in this work, but it should be noted that there are well-

known weaknesses of penalty methods [66, 133], and more sophisticated strategies for solving

constrained problems are given in [48, 37, 181, 133].

1The name ‘Newton–Krylov’ is based on the fact that the optimizer, the flow solver, and the gradient com-
putation algorithm make use of Newton’s method and/or a Krylov subspace method.



3.2 FLOW ANALYSIS 27

For the inverse design problem, the objective function given by Eq. 2.12 is replaced by the

following discrete form

J =
1
2

NA∑

j=1

(Cpj − C∗
pj

)2 (3.3)

where NA denotes the number of nodes on the airfoil. Constraints are not required for the

inverse design problem since the shape modifications are relatively small for the design cases

considered.

3.2 Flow Analysis

Structured grids are used to discretize the physical domain surrounding the airfoil. All grids

are generated with the multi-block grid-generation tool AMBER2d [119]. For single-element

airfoils, single-block C-topology grids are used, as shown in Fig. 3.1(a), while for multi-element

airfoils, H-topology grids are used, as shown in Fig. 3.1(b).

The spatial discretization of the flow equations, Eq. 2.3, is presented in the following section.

The algorithm used to determine the steady-state solution of the discretized flow equations is

discussed in Subsection 3.2.2.

3.2.1 Spatial Discretization

Interior Scheme

The spatial discretization of the thin-layer Navier–Stokes equations is the same as that used in

ARC2D [143] for C-topology grids and TORNADO [121] for H-topology grids. The discretiza-

tion for the inviscid fluxes consists of second-order centered-difference operators with second-

and fourth-difference scalar artificial dissipation given by

∂Ê

∂ξ
≈ Êj+1,k − Êj−1,k

2
−∇ξAD (3.4)
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(a) C-topology grid for the NACA 0012 airfoil

7, 8, 9

10

4

11 12

65

13

2 3

1

(b) H-topology grid for the NLR 7301 airfoil (block numbering indicated)

Figure 3.1: Examples of structured grids for single- and multi-element airfoils
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where

AD = d
(2)

j+ 1
2
,k

∆ξ Qj,k − d
(4)

j+ 1
2
,k

∆ξ∇ξ∆ξ Qj,k (3.5)

d
(2)

j+ 1
2
,k

= 2
(
ε σ J−1

)
j+ 1

2
,k

(3.6)

d
(4)

j+ 1
2
,k

= max
[
0, 2κ4

(
σ J−1

)
j+ 1

2
,k
− d

(2)

j+ 1
2
,k

]
(3.7)

σj,k = |U |+ a
√

ξ2
x + ξ2

y (3.8)

εj,k = κ2

[
0.5Υ∗

j,k + 0.25
(
Υ∗

j−1,k + Υ∗
j+1,k

)]
(3.9)

Υ∗
j,k = max (Υj+1,k,Υj,k, Υj−1,k) (3.10)

Υj,k =
|pj+1,k − 2pj,k + pj−1,k|
|pj+1,k + 2pj,k + pj−1,k| (3.11)

The operators ∆ξ and ∇ξ represent first-order forward and backward difference operators

∆ξ (·) = (·)j+1,k − (·)j,k

∇ξ (·) = (·)j,k − (·)j−1,k (3.12)

and κ2 and κ4 are constants. Typical values of κ2 and κ4 are 1.0 and 0.01, respectively. The

scalar coefficient σ is the spectral radius of the flux Jacobian matrix. The term Υj,k is a pressure

switch to control the use of first-order dissipation near shock waves. Values at half nodes are

calculated using arithmetic averages given by

(·)j+ 1
2
,k =

(·)j+1,k + (·)j,k

2
(3.13)

Near computational boundaries the third-order dissipation stencil Qj+2,k − 4Qj+1,k + 6Qj,k −
4Qj−1,k + Qj−2,k is modified to a one-sided first-order stencil [143]. For example, at the first

interior node, the stencil −2Qj−1 +5Qj − 4Qj+1 +Qj+2 is used, while at the last interior node,

the stencil −2Qj+1 + 5Qj − 4Qj−1 + Qj−2 is used. The computation of grid metrics involves

the same centered-difference operator as the inviscid fluxes and first-order one-sided operators

are used at the boundaries. Analogous terms appear in the η direction; however, Eq. 3.10 is

not used.

The viscous terms in Eq. 2.41 are in the form

∂η (αj,k ∂ηβj,k) (3.14)

The discretization of this term is accomplished by the following conservative three-point stencil

∇η (αj,k+ 1
2

∆ηβj,k) = αj,k+ 1
2
(βj,k+1 − βj,k)− αj,k− 1

2
(βj,k − βj,k−1) (3.15)

All values at half nodes are calculated using Eq. 3.13, including laminar and turbulent viscosi-

ties.
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The Spalart–Allmaras turbulence model is discretized as described in [164, 67]. It is conve-

nient to rewrite the model, Eq. 2.48, in the following steady-state form

J−1 [M(ν̃)− P (ν̃) + D(ν̃)−N(ν̃)] = 0 (3.16)

where

M(ν̃) = U
∂ν̃

∂ξ
+ V

∂ν̃

∂η
convective term (3.17)

P (ν̃) =
cb1

Re
S̃ν̃ production term (3.18)

D(ν̃) =
cw1fw

Re

(
ν̃

dw

)2

destruction term (3.19)

N(ν̃) =
1

σRe
[(1 + cb2) T1 − cb2T2] diffusion term (3.20)

and the factor of J−1 is introduced in order to improve the scaling of the flow Jacobian matrix,

see Subsection 3.2.2.

A first-order upwind discretization is used for the convective term, Eq. 3.17, given by

M(ν̃)j,k =
1
2
(Uj,k + |Uj,k|)(ν̃j,k − ν̃j−1,k) +

1
2
(Uj,k − |Uj,k|)(ν̃j+1,k − ν̃j,k) (3.21)

for the ξ direction.2 The diffusion term, Eq. 3.20, has the same form as the viscous terms,

Eq. 3.14, and therefore the same three-point stencil given by Eq. 3.15 is used. The computation

of vorticity is given by

S =
1
2
|(vj+1,k − vj−1,k)(ξx)j,k + (vj,k+1 − vj,k−1)(ηx)j,k

−(uj+1,k − uj−1,k)(ξy)j,k − (uj,k+1 − uj,k−1)(ηy)j,k| (3.22)

Boundary Conditions and Block Interfaces

The boundaries of the physical domain consist of the airfoil body, far-field and outflow bound-

aries. The location of these boundaries is indicated in Fig. 3.2 for C- and H-topology grids.

In addition, special consideration is required at interior boundaries such as the wake-cut and

block interfaces. Examples of the boundary equations are provided specifically for C-topology

domains; however, the modifications required for H-topologies only involve the index values,

and the tangent and normal directions as shown in Fig. 3.2.

At the airfoil body, the no-slip boundary condition is applied. Furthermore, the boundary

is considered to be adiabatic and the gradient of pressure normal to the body is set to zero [77].

Combining the adiabatic condition and a zero normal-pressure gradient with the perfect gas

2An analogous term appears in the η direction.
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Figure 3.2: Grid boundaries with normal and tangential directions indicated (modified and

used with permission from S. De Rango [33])
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law results in a zero normal-density gradient. For the turbulence model equation, the working

variable ν̃ is set to zero. These boundary conditions can be expressed as

ρj,1 − ρj,2 = 0 (3.23)

(ρu)j,1 = 0 (3.24)

(ρv)j,1 = 0 (3.25)

pj,1 − pj,2 = 0 (3.26)

ν̃j,1 = 0 (3.27)

where the index j loops over the nodes on the surface of the airfoil, see Fig. 3.2(a).

At the far-field boundaries, locally one-dimensional Riemann invariants are used

R1 = Vn − 2a

γ − 1
(3.28)

R2 = Vn +
2a

γ − 1
(3.29)

where Vn denotes the normal velocity component, as shown in Fig. 3.2 and defined in Ap-

pendix A. These invariants are associated with the two characteristic speeds λ1 = Vn − a and

λ2 = Vn + a, respectively. Three additional equations are required, two for the Navier–Stokes

equations and one for the turbulence model. The choice of equations which works well in prac-

tice [143, 164] is based on the tangential velocity component Vt (for definition see Appendix A),

entropy S = ln(p/ργ), and the variable ν̃ given by

R3 = Vt (3.30)

R4 =
ργ

p
(3.31)

R5 = ν̃ (3.32)

Depending on the sign of the corresponding characteristic speed, these variables are either

extrapolated from the interior values or they are set to the freestream values.

For subsonic inflow, Vn < 0, λ1 < 0 and λ2 > 0. Therefore, the Riemann invariant R1 is

determined from freestream conditions and R2 is determined by extrapolation from the interior.

For subsonic outflow, Vn > 0, λ1 < 0 and λ2 > 0. As in the case for subsonic inflow, R1 is

determined from freestream conditions and R2 is extrapolated. For inflow, R3, R4 and R5 are

set to freestream conditions. For outflow, they are extrapolated from the interior. Zero-order

extrapolation [77] is used for all values. The formulas for the computation of the flow variables

from the boundary equations are provided in Appendix A.

Overall, the subsonic inflow far-field boundary equations for C-topology grids, see Fig. 3.2(a),
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are given by
(

Vn − 2a

γ − 1

)

j,kmax

−
(

Vn − 2a

γ − 1

)

∞
= 0 (3.33)

(
Vn +

2a

γ − 1

)

j,kmax

−
(

Vn +
2a

γ − 1

)

j,kmax−1

= 0 (3.34)

(
ργ

p

)

j,kmax

− S∞ = 0 (3.35)

(Vt)j,kmax
− (Vt)∞ = 0 (3.36)

ν̃j,kmax − ν̃∞ = 0 (3.37)

where the variable ν̃∞ is set to 1 × 10−3. For subsonic outflow, the last three equations are

replaced by
(

ργ

p

)

j,kmax

−
(

ργ

p

)

j,kmax−1

= 0 (3.38)

(Vt)j,kmax
− (Vt)j,kmax−1

= 0 (3.39)

ν̃j,kmax − ν̃j,kmax−1 = 0 (3.40)

At the outflow boundary, the use of Riemann invariants is inappropriate due to the entropy

gradients in the wake of the airfoil. Practical experience indicates that zero-order extrapolation

of the flow variables provides good results. Hence, the outflow boundary equations at j = 1 for

C-topology grids are given by

ρ1,k − ρ2,k = 0 (3.41)

(ρu)1,k − (ρu)2,k = 0 (3.42)

(ρv)1,k − (ρv)2,k = 0 (3.43)

p1,k − p2,k = 0 (3.44)

ν̃1,k − ν̃2,k = 0 (3.45)

and similar equations apply at j = jmax.

The proximity of the far-field boundary may significantly affect the accuracy of the numerical

solution for lifting airfoils [143, 182]. This undesirable effect is moderated by using the far-field

circulation correction as described in Appendix A.

For H-topology grids, the block interfaces are averaged in the normal direction. For example,

consider the interface between blocks 1 and 5 in Fig. 3.1(b), the residual equation for the average

boundary condition is

Q
(1)
j,1 −

1
2

(
Q

(1)
j,2 + Q

(5)
j,kmax−1

)
= 0 (3.46)
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where the superscript denotes the block number. This expression is used for the first three

conservative flow variables and also the turbulence model variable, but for the energy equation

the pressures are averaged instead. A similar equation is used along the wake-cut for C-topology

grids. Block interfaces in the streamwise direction are overlapped. The governing equations are

solved for each node at the block interface. Two columns of halo points are used for temporary

data storage.

The leading- and trailing-edge points require additional consideration since each of these

points maps to four distinct points in the computational domain for H-topology grids. Dual-

value leading- and trailing-edge points are used. For example, at the trailing edge the boundary

equations are applied from the upper and lower surfaces and these values are then copied to

the downstream blocks. A dual-value trailing edge is also used for C-topology grids.

3.2.2 Flow Solver

The spatial discretization of the governing equations leads to a nonlinear system of equations

R(Q̂,X) = 0 (3.47)

where Q̂ is the discrete vector of conservative dependent flow variables3 with dimension NF. For

a grid with NB blocks, the total number of flow variables is given by NF = 5
∑NB

i=1 (jmax × kmax)i.

Hence, at each node (j, k) within the computational domain

Q̂j,k =
(
J−1Q

)
j,k

= J−1
j,k




ρ

ρu

ρv

e

ν̃




j,k

=

[
Q̂M

Q̂T

]

j,k

(3.48)

The notation Q̂M and Q̂T is introduced for convenience. The symbol Q̂M denotes the flow

variables for the mean flow, i.e. the Navier–Stokes equations, and Q̂T denotes the turbulence

model variable. Similarly, the residual equations, Eq. 3.47, consist of the Navier–Stokes equa-

tions, RM, and the Spalart–Allmaras turbulence model equation, RT. Note that the residual

equations include the interior, boundary, and wake-cut or block interface equations. Although

R is written as a function of the design variables, see Eq. 3.47, we emphasize that during a flow

solution the design variables, and consequently the computational grid, are constants.

A classic method for the solution of Eq. 3.47 is Newton’s method

A(n) ∆Q̂(n) = −R(n) (3.49)

3For the remainder of this document, bQ denotes the discrete flow variable vector instead of the continuous
flow variable vector denoted in Chapter 2.
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where

A =
∂R

∂Q̂
(3.50)

is the flow Jacobian matrix evaluated at Q̂(n) and

Q̂(n+1) = Q̂(n) + ∆Q̂(n) (3.51)

The flow Jacobian matrix is a large sparse matrix with dimensions NF × NF. The matrix is

non-symmetric and usually ill-conditioned. The crux of an effective implementation of Newton’s

method consists of two problems:

1. An efficient solution of the linear system of equations represented by Eq. 3.49

2. An efficient startup procedure in order to provide the initial vector Q̂(0)

The following two subsections describe the algorithms that address these two problems. We

use the term “outer iterations” to denote the iterations associated with the Newton updates,

i.e. Eq. 3.51, while the term “inner iterations” is used to denote the iterations required for the

solution of the linear system given by Eq. 3.49.

Preconditioned GMRES Algorithm

The solution of Eq. 3.49 is obtained using the generalized minimal residual (GMRES) Krylov

subspace method [152, 150]. The restarted version of the GMRES algorithm is used, denoted by

GMRES(m), where m represents the number of search directions. The matrix-vector products

at each iteration of GMRES are approximated with first-order forward differences. Conse-

quently, the flow Jacobian matrix does not need to be formed explicitly. This implementation

of the algorithm is referred to as matrix-free GMRES. Preconditioning of the flow Jacobian is

required in order to cluster its eigenvalue spectrum around unity, and therefore significantly

improve the efficiency of the GMRES algorithm. The preconditioning matrix is applied from

the right side, such that Eq. 3.49 becomes

AM−1M∆Q̂ = −R (3.52)

where M represents the preconditioning matrix. Although the preconditioning matrix can be

applied from the left or both sides, an advantage of right preconditioning is that the residual

of the linear system is not affected by the preconditioner. Saad [150] indicates that the choice

of the side for preconditioning should not have a significant impact on the convergence rate of

GMRES unless M is ill-conditioned. An outline of the preconditioned, matrix-free GMRES

algorithm is provided in Appendix B.
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The matrix M is decomposed using incomplete LU factorization [111] with a level of fill k,

such that

M = L̃ · Ũ ≈ L · U = A (3.53)

This is referred to as ILU(k) preconditioning where the level of fill controls the accuracy of

the incomplete factorization. Higher fill levels allow more non-zero entries during the Gaussian

elimination process, resulting in better approximations of the L·U factors. This gain in accuracy

is balanced by the increase in the computational effort and storage requirements. Saad [150]

provides a detailed overview of various ILU algorithms.

The choice of M is a critical aspect of effective ILU(k) preconditioners. The existence and

stability of the ILU(k) factorization has been established only for M-matrices4 [111], even though

the factorization has been applied to a much wider spectrum of problems [23, 21]. Considering

Eq. 3.52, a natural choice for the preconditioner is the flow Jacobian matrix. However, since this

matrix is non-symmetric and non-diagonally dominant, the ILU(k) factorization may generate

inaccurate and unstable L̃ · Ũ factors [50, 51, 18]. Broad criteria for a “good” preconditioner

are a matrix that is easier to invert than A, while its inverse remains a good approximation

of A−1 [142, 23]. In order to describe the formation of M, where such criteria are fulfilled,

it is necessary to present a detailed description of the flow Jacobian. Note that the flow

Jacobian matrix is also used for the computation of the objective function gradient, discussed

in Subsection 3.3.2.

Consider a coarse H-topology grid surrounding the NACA 0012 airfoil as shown in Fig. 3.3.

The six blocks are separated such that the block boundaries are clearly visible. The leading edge

of the airfoil is located at nodes 21, 26, 100, and 105. The trailing edge of the airfoil is located at

nodes 46, 51, 125, and 130. The ordering of nodes in Fig. 3.3 is referred to as natural ordering.

This ordering proceeds in the normal direction in order obtain a smaller matrix bandwidth.5

The corresponding entries in the flow Jacobian matrix are shown in Fig. 3.4. These entries are

consistent with the residual equations presented in Subsection 3.2.1, and each entry represents

a 5 × 5 block matrix consistent with Eq. 3.48. For example, the complete interior scheme

(including artificial dissipation) is first applied at node 13, which corresponds to the 9 entries

shown on line 13 in Fig. 3.4. Similarly, the reader can verify the treatment of boundaries and

4Matrix B is an M-matrix if [150]:

1. bi,i > 0 for i = 1, . . . , n

2. bi,j ≤ 0 for i 6= j, i, j = 1, . . . , n

3. B is non-singular

4. B−1 ≥ ?, where ? denotes a zero matrix

5For practical grids (especially C-topology grids), the number of nodes in the streamwise direction usually
exceeds the number of nodes in the normal direction.
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Figure 3.3: Natural node order for H-topology grids

block interfaces. At streamwise block interfaces, we solve the Navier–Stokes equations on both

sides of the interface instead of using slave conditions.6 Although the Navier–Stokes equations

contribute slightly more fill to the Jacobian matrix, as shown in Fig. 3.4, scaling problems are

avoided. The 5× 5 blocks within the flow Jacobian matrix can be represented by






∂RM

∂Q̂M

4× 4







∂RM

∂Q̂T

4× 1







∂RT

∂Q̂M

1× 4







∂RT

∂Q̂T

1× 1







(3.54)

where the contributions from the Navier–Stokes and turbulence model equations are clearly

distinguished.

Pueyo [141] derived the flow Jacobian for the Navier–Stokes equations discretized on single-

block C-topology grids. The spatial discretization of the Navier–Stokes equations in [141] is

identical to the spatial discretization presented in Subsection 3.2.1. In his derivation, the lami-

6An example slave condition for node 28 in Fig. 3.3 is given by Q28 −Q23 = 0.
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Figure 3.4: Entries for the flow Jacobian matrix based on Fig. 3.3 (Each entry denotes a 5× 5

block matrix.)
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nar viscosity, turbulent viscosity, the vortex strength due to the far-field circulation correction,

and the artificial-dissipation coefficients, i.e. Eqs. 3.6 and 3.7, are treated as constants with

respect to the flow variables. Furthermore, the residual equation for the turbulence model is

not required since the effects of turbulence were modelled with an algebraic turbulence model.

Hence, the flow Jacobian blocks are reduced to 4×4 matrices represented by an approximation

to the term ∂RM/∂Q̂M. For example, at an interior node the four rows of the flow Jacobian

with the corresponding nine block entries are given by

δ
(a)
ξ Â− δ

(s)
ξ D̂ξ + δ(a)

η B̂ − δ(s)
η D̂η −Re−1δ(v)

η K̂ (3.55)

where the matrices Â, B̂, and K̂ are the flux Jacobians, defined by

Â =
∂Ê

∂Q̂
, B̂ =

∂F̂

∂Q̂
, and K̂ =

∂Ŝ

∂Q̂

∣∣∣∣∣
(µ+µt)=const.

and D̂ represents a diagonal matrix with the contribution of the artificial-dissipation coefficients

based on Eqs. 3.6 and 3.7. The flux Jacobians are provided in [144, 143, 141]. The operator δ(a)

denotes the antisymmetric centered-difference stencil, while δ(s) denotes the symmetric second-

and fourth-difference artificial-dissipation stencils, see Eq. 3.4, and δ(v) denotes the stencil for

the viscous flux vector, see Eq. 3.15.

Pueyo [141] also derived the Jacobian matrices associated with the differentiation of the

boundary conditions. It is important to pivot and scale the entries within the flow Jacobian

that correspond to the blocks for the far-field and body boundary conditions. These entries are

not of the same order of magnitude as the entries for the interior nodes, which can cause poor

convergence of GMRES.

We extend the work of Pueyo [141] to include the Spalart–Allmaras turbulence model,

Eq. 3.16. The differentiation of laminar viscosity, turbulent viscosity, and the artificial-dissipation

coefficients is also included. Due to the complexity of the pressure switch equations, Eqs. 3.9–

3.11, the coefficient ε in Eq. 3.9 is treated as a constant with respect to the flow variables. An

additional complication is the differentiation of the far-field circulation correction, presented in

Subsection 3.2.1 and Appendix A. In particular, the computation of the vortex strength leads

to the coupling of airfoil surface nodes and far-field boundary nodes. Although this contribu-

tion can be differentiated as described by Korivi et al. [96], in this work we treat the vortex

strength as a constant with respect to the flow variables as well. It is important to realize that

these two simplifications do not affect the steady-state flow solution. Furthermore, their impact

on the convergence rate of the flow equations is relatively minor since they only influence the

preconditioning matrix. These simplifications, however, do affect the accuracy of the objective

function gradient, which is discussed in Subsection 3.3.2 and Section 4.3.
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Overall, the differentiation of the residual equations is a tedious but relatively straightfor-

ward process. One of the difficulties is the differentiation of the absolute value function, which

is used for the evaluation of the spectral radius, Eq. 3.8, the upwind discretization of convective

terms for the turbulence model, Eq. 3.21, and the computation of vorticity, Eq. 3.22. The

derivative of the absolute value function is assumed to be

d|b|
db

=

{
1 if b ≥ 0

−1 otherwise
(3.56)

The preconditioning matrix, M, is identical to the flow Jacobian matrix except for the

treatment of the artificial-dissipation coefficients, Eqs. 3.6 and 3.7. First, these coefficients are

assumed to be constant with respect to the flow variables. Second, the matrix M is formed

with only second-difference dissipation, but the second-difference coefficient is combined with

the fourth-difference coefficient as follows,

d
(2)
l = d(2)

r + φd(4)
r (3.57)

where the subscript r denotes the contribution from the right-hand side, and the subscript l de-

notes the resulting left-hand side value used in the preconditioner. Fast convergence is obtained

with the value of φ set to 6.0, which has been determined through numerical experiments. We

emphasize that this modification does not affect the steady-state solution.

As a result of Eq. 3.57, the preconditioning matrix contains 5 blocks per interior node,

as shown in Fig. 3.5. This provides a significant reduction in the computational effort and

storage requirements for the ILU(k) factorization. Furthermore, Eq. 3.57 improves the diagonal

dominance of the preconditioning matrix. This approach is similar to the “diagonal shift”

strategy suggested by Chow and Saad [23]. Pueyo and Zingg [142] discuss an inviscid-flow

example where they demonstrate that an ILU(0) preconditioner based on this approximate-

flow Jacobian provides a better estimate of A−1 than an ILU(0) preconditioner based on the

exact-flow Jacobian. The present preconditioning matrix can be regarded as a compromise

between two commonly used approaches [131, 132]: 1) a Jacobian matrix based on the first-

order upwind discretization of the flow equations and 2) the exact flow Jacobian. This novel

intermediate preconditioner is significantly more effective than either of these approaches, as

discussed further in Chapter 4.

The block structure of the preconditioning matrix is well suited for a block ILU(k) factor-

ization. Practical experience suggests that a block ILU(k) factorization is generally superior

to a scalar ILU(k) factorization in terms of performance [21]. The approach that is actually

implemented is based on a scalar ILU(k) factorization, but any zero entries within a block are

treated as non-zeroes. This approach is referred to as block-fill ILU(k) [BFILU(k)] [142].
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Figure 3.5: Block entries for the preconditioning matrix before ILU(k), based on Fig. 3.3

The ordering of the grid nodes can have a significant impact on the quality of the ILU(k)

factorization, and consequently, the convergence of the GMRES algorithm [39, 40, 14]. The

natural ordering, shown in Fig. 3.3, leads to entries in the preconditioning matrix which are far

from the main diagonal (large bandwidth), as shown in Fig. 3.5. In a complete LU factorization,

the remote matrix entries contribute many additional non-zeroes. This has motivated the

development of ordering (and reordering) algorithms for sparse-direct solvers that minimize the

computational cost of the factorization.

For ILU(k) factorization, the ordering algorithms also provide a reduction in computational

cost, except for ILU(0) where the fill pattern is fixed by the original matrix. More importantly,

experimental evidence suggests that the ordering algorithms have a significant influence on the

quality of the incomplete factorization, since the factorization depends on the “local” values

of the matrix coefficients [40, 50]. Studies by Benzi et al. [14] show that the greatest benefits

of reordering occur for non-symmetric matrices. Overall, many studies [103, 39, 40, 14, 142,

17, 175] indicate that the most efficient and consistent preconditioners are obtained using the

reverse Cuthill–McKee (RCM) reordering algorithm [28] (see also [150]). The RCM algorithm,

based on a symmetric graph of the preconditioning matrix, is used for all cases presented in

this work.

The RCM algorithm is sensitive to the initial ordering of the grid nodes and the selec-
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tion of the root node [184]. For single-block C-topology grids, we follow the work of Pueyo

and Zingg [142] and use the double-bandwidth ordering to determine the initial node order.

Referring to Fig. 3.2(a), the ordering begins at node (j = 1, k = kmax) and proceeds upward

across the wake-cut. Unfortunately, the double-bandwidth ordering is difficult to generalize for

multi-element H-topology grids. For these cases, the initial node ordering is the reverse of the

natural ordering, as shown in Fig. 3.6(a). Note that both the double-bandwidth and the reverse

orderings number the nodes in an “upwind” direction, which provides superior performance.

Numerical experiments performed on simple H-topology grids indicate that the performance

of preconditioners based on the reverse initial ordering is comparable to the double-bandwidth

initial ordering. An example of an RCM reordering is shown in Fig. 3.6(b). The entries in the

preconditioning matrix resulting from an RCM reordering are shown in Fig. 3.7. The bandwidth

of the preconditioning matrix has been significantly reduced.

The exact solution of Eq. 3.49 is computationally expensive and is not necessary for a

rapid convergence of Newton’s method from a sufficiently good initial guess. This relaxation of

accuracy on the solution of the linear system of equations leads to inexact-Newton methods [35]

∣∣∣
∣∣∣R(n) +A(n) ∆Q̂(n)

∣∣∣
∣∣∣ ≤ ζ(n)

∣∣∣
∣∣∣R(n)

∣∣∣
∣∣∣ (3.58)

where the parameter ζ(n) ∈ (0, 1) controls the degree of convergence of the linear system at

each outer iteration. If ζ(n) = 0 for all n, the linear system is solved exactly at every outer

iteration and Newton’s method is recovered.

It is possible to choose non-zero values of ζ(n) and obtain superlinear or even quadratic con-

vergence [35]. However, such choice of ζ(n) is not necessarily optimal in terms of overall compu-

tational efficiency due to the strong possibility of oversolving the linear problem, especially for

early outer iterations [43]. A popular approach is to select ζ(n) based on local residual values

such that a linear convergence rate is obtained, but oversolving is avoided [116, 155, 17, 142].

We adopt an even simpler strategy from [142], which still converges linearly, and is summarized

as follows:

1. ζ(n) = 0.5 for the first 10 outer iterations

2. ζ(n) = 0.1 for any remaining outer iterations

We select the number of GMRES search directions, m, such that these exit criteria are satisfied

without performing GMRES restarts. On the basis of numerical experiments and the work of

Pueyo and Zingg [142]7, the value of m equal to 40 provides robust and efficient performance.

If for any outer iteration the number of GMRES search directions reaches 40, we perform a

7Pueyo and Zingg use GMRES(20) and allow one restart for a maximum total of 40 inner iterations.
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Figure 3.6: Node ordering strategy for H-topology grids
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Figure 3.7: Block entries for RCM-reordered preconditioning matrix, before ILU(k)

Newton update, i.e. no GMRES restarts are allowed. Furthermore, the preconditioning matrix

is formed only on the first outer iteration and is kept frozen for the rest of the outer iterations.

Pueyo and Zingg [142] demonstrate that this strategy provides approximately a factor of two

saving in computational time.

Startup Algorithm

A startup algorithm is required in order to ensure global convergence8 of Newton’s method.

Backtracking line-search algorithms based on strategies for optimization problems and the

implicit-Euler time-marching method are among the most commonly used startup algorithms [36,

13, 155, 175, 7, 9, 22]. In this work, the implicit-Euler time-marching method in conjunction

with approximate factorization provides an efficient startup algorithm.

The application of the implicit-Euler time-marching method to the unsteady Navier–Stokes

equations, Eq. 2.41, results in
[

I
∆t

+A
]

∆Q̂(n) = −R(n) (3.59)

where ∆t denotes a time step. Note that as ∆t approaches infinity, the Newton equation,

8In the context of numerical methods for nonlinear equations, global convergence refers to a method that
converges to some solution from almost any starting point [36].
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Eq. 3.49, is recovered. Although startup algorithms based on an increasing time step can

provide an effective relaxation strategy [175, 9, 22], the present algorithm is motivated by the

results obtained in [142] and is based on a constant time step9, but further simplifications are

made to the implicit (left-hand) side of Eq. 3.59.

The present algorithm uses the approximate-factorization approach of ARC2D in diagonal

form [143] in conjunction with a similar approximate-factorization approach for the turbu-

lence model equation [164, 67]. Hence, the Navier–Stokes and turbulence model equations

are solved in a loosely-coupled manner and the boundary conditions are treated only on the

explicit (right-hand) side. Considering the Navier–Stokes equations, when the approximate-

factorization method of Beam and Warming [12] is applied to Eq. 3.59, the equations take on

the following form

[
I + ∆t δ

(a)
ξ Â

] [
I + ∆t δ(a)

η B̂ −∆tRe−1δ(v)
η K̂

]
∆Q̂(n) = −∆tR(n) (3.60)

where the contribution from the artificial-dissipation terms has been omitted for simplicity, see

Eq. 3.55. The computational complexity of Eq. 3.60 is further reduced by applying the diagonal

form of Pulliam and Chaussee [144]. The eigenvalue decomposition of the inviscid flux-Jacobian

matrices is given by

Λξ = T−1
ξ Â Tξ (3.61)

Λη = T−1
η B̂ Tη (3.62)

where the matrices Λξ and Λη are diagonal matrices whose elements are the eigenvalues of the

inviscid flux Jacobians. The matrix Tξ has the eigenvectors of Â as columns, and Tη has the

eigenvectors of B̂ as columns. Substituting the eigenvalue decomposition into Eq. 3.60 and

factoring out the eigenvector matrices results in the final form of the equation

Tξ

[
I + ∆t δ

(a)
ξ Λξ −∆t δ

(s)
ξ D̂ξ

]
T−1

ξ Tη
[
I + ∆t δ(a)

η Λη −∆t δ(s)
η D̂η −∆t δ(v)

η (λν) I
]
T−1

η ∆Q̂(n) = −∆tR(n) (3.63)

where λν approximates the contribution from the viscous-flux Jacobian and is defined as

λν =
µ

JRe
(η2

x + η2
y)δη

(
J

ρ

)
(3.64)

The convergence rate of the startup algorithm is accelerated with a spatially varying time

step [143] given by

∆t =
∆tref

1 +
√

J
(3.65)

9The time step is spatially varying, see Eq. 3.65.
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in order to account for the widely varying cell dimensions in the grid. A typical value of ∆tref

is 5.0.

A similar approximate-factorization approach is used for the Spalart–Allmaras turbulence

model, Eq. 3.16. However, specific modifications of the implicit terms as well as a subiteration

scheme are required in order to ensure that ν̃ remains positive during startup, see Spalart and

Allmaras [164] for details. In practice, the subiteration scheme is required only for cases with

regions of large flow separation.

For multi-block grids, the blocks are solved independently during startup [119, 121]. At

streamwise block interfaces, two columns of halo points are used to exchange boundary in-

formation between blocks at each iteration. The updates (including the intermediate update)

are averaged such that the interface becomes transparent at steady-state. At normal block

interfaces, the average boundary condition, Eq. 3.46, is used.

A reduction in the L2 norm of the initial residual vector by three orders of magnitude is

required in order to obtain a good initial guess for Newton’s method. Note that the residual

vector contains the contribution from all flow variables. For simple cases, especially single-

element airfoils, a two order of magnitude reduction is usually sufficient. Generally, for cases

when the startup tolerance is not sufficient, Newton’s method fails to converge due to negative

values of ν̃, the turbulence model working variable. Grid sequencing can be used to accelerate

the startup algorithm. It should be noted that the approximate-factorization algorithm has been

used as an effective solver [143, 121, 67]. Performance comparisons between the approximate-

factorization and Newton–Krylov flow solvers are provided in Section 4.2.

Final Algorithm

Overall, the inexact-Newton–Krylov flow solver can be summarized as follows:

• Initial residual is reduced by three orders of magnitude using the startup algorithm.

• Eq. 3.49 is solved using matrix-free GMRES(40) with no restarts. The matrix-vector

products required at each GMRES iteration are formed with first-order finite-differences.

• The preconditioner is a block-fill incomplete LU decomposition (BFILU) of an approximate-

flow-Jacobian matrix. Right preconditioning is used, and the preconditioner is stored in

a modified-sparse-row (MSR) format [150, 151]. The level of fill for most cases is 2

[BFILU(2)], but difficult multi-element cases may require BFILU(4).

• Reverse Cuthill–McKee reordering of grid nodes based on an initial double-bandwidth

ordering for single-element airfoils and a reverse ordering for multi-element airfoils.

• The preconditioner is frozen after the first outer iteration.
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• The GMRES convergence tolerance is set to 0.5 for the first 10 outer iterations and 0.1

for any remaining outer iterations.

3.3 Discrete Gradients

Three methods for the computation of the objective function gradient have been implemented

and are described below.

3.3.1 Finite-Difference Gradients

A centered-difference formula is used to compute the objective function gradient, G, given by

Gn =
J [X + hen, Q(X + hen)]− J [X − hen, Q(X − hen)]

2h
n = 1, . . . , ND (3.66)

where ND denotes the number of design variables, en denotes the nth unit vector, and

h = max
(
ε · |Xn|, 1× 10−8

)
(3.67)

A typical value of ε is 1 × 10−6. An advantage of this approach is that the flow solver can be

treated as a “black-box” subroutine. Unfortunately, as discussed in Section 1.2.2, for practi-

cal problems, the computational cost of repeated finite-difference gradient calculations is pro-

hibitive since two flow solutions per design variable are required. Furthermore, the accuracy of

finite-difference formulas is sensitive to the stepsize. A large stepsize introduces a significant

truncation error, while a small stepsize is prone to subtractive cancellation errors.

3.3.2 Adjoints and Sensitivities

The gradient, G, of the objective function J [X,Q(X)] is given by

G =
dJ
dX

=
∂J
∂X

+
∂J
∂Q

dQ

dX
(3.68)

where we reduce the vector of design variables, X, to a scalar in order to clearly distinguish

between partial and total derivatives. For problems with multiple design variables, it may be

helpful to note that G and ∂J /∂X are [1×ND] row vectors, ∂J /∂Q is a [1×NF] row vector,

and dQ/dX is a [NF ×ND] matrix, where NF represents the number of flow variables.

Throughout this development, we assume that the implicit function Q(X) is sufficiently

smooth. Theoretically, this assumption is violated at flow discontinuities, for example shock

waves, and leads to the requirement for additional boundary conditions. In practice, the smooth-

ing of the discontinuities by the underlying spatial discretization of the flow equations provides

a Q(X) that is sufficiently smooth [71, 64, 63].
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The difficulty in Eq. 3.68 is the evaluation of the term dQ/dX, referred to as the flow

sensitivities. Evaluation of the partial derivatives, ∂J /∂X and ∂J /∂Q, is relatively straight-

forward and is described at the end of this section. In order to compute the flow sensitivities,

differentiate Eq. 3.47 with respect to the design variables

dR

dX
=

∂R

∂X
+

∂R

∂Q̂

dQ̂

dX
(3.69)

and realize that dR
dX = 0, since for any design variable Eq. 3.47 is always satisfied. Furthermore,

note that ∂Q̂/∂Q = J−1I, where I is the identity matrix, and consequently Eq. 3.69 is simplified

to the following large sparse system of linear equations

∂R

∂Q

dQ

dX
= − ∂R

∂X
(3.70)

We emphasize that the residual vector R contains the contribution from all grid nodes, including

boundary conditions. The direct, or flow-sensitivity, method results from solving Eq. 3.70 for

the flow sensitivities dQ/dX and using these values in Eq. 3.68 to obtain the gradient.

In order to formulate the discrete-adjoint method, substitute Eq. 3.70 into Eq. 3.68 to obtain

dJ
dX

=
∂J
∂X

− ∂J
∂Q

(
∂R

∂Q

)−1 ∂R

∂X
(3.71)

From the triple-product term in Eq. 3.71, define the following intermediate problem

ψT =
∂J
∂Q

(
∂R

∂Q

)−1

(3.72)

where ψ is a [NF×1] column vector. Post-multiplication of both sides by (∂R/∂Q) and applying

the transpose operator results in the following linear system of equations

∂R

∂Q

T

ψ =
∂J
∂Q

T

(3.73)

This is known as the adjoint equation10, and the vector ψ represents the adjoint variables.

Substituting ψ into Eq. 3.71, the expression for the gradient becomes

dJ
dX

=
∂J
∂X

− ψT ∂R

∂X
(3.74)

Note that Eq. 3.70 must be solved for each design variable, while Eq. 3.73 is independent of the

design variables. If a sparse-direct solver is used to solve Eq. 3.70, then the LU factorization

can be reused with different right-hand-side vectors. Unfortunately, direct solvers are compu-

tationally expensive for practical aerodynamic problems. A straightforward implementation of

10This terminology arises from the fact that the adjoint equation denotes one of the optimality conditions of
a stationary Lagrangian for constrained minimization. From the viewpoint of linear algebra, the flow-sensitivity
and adjoint equations can be referred to as the primal and dual equations, respectively.
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iterative solvers leads to re-solving Eq. 3.70 for each design variable, which is computationally

expensive as well. See [158] for modifications to iterative solvers that focus on linear systems

with multiple right-hand sides; however, even with these solvers the computational overhead is

still significant.

The GMRES method from the flow solver is adopted to solve both the adjoint and flow-

sensitivity equations. We use right preconditioning with the preconditioner based on the

approximate-flow-Jacobian matrix described in Subsection 3.2.2. Fast adjoint and flow-sensitivity

solutions are obtained with BFILU(6) and GMRES(85), and these settings are further discussed

in Chapter 4. For the flow-sensitivity equation, we use matrix-free GMRES with second-order

accurate finite-differences, see Appendix B. In addition to memory savings, the matrix-free

approach is easier to implement, since an accurate differentiation of cumbersome functions in

the residual equations, such as the pressure switch, Eqs. 3.9–3.11, and the far-field circulation

correction, is “automatically” provided. Due to the transpose on the left-hand-side of Eq. 3.73,

the matrix-free approach is not possible for the adjoint equation. The flow Jacobian matrix is

formed as described in Subsection 3.2.2 and is stored explicitly.

For the inverse design objective function the term ∂J /∂Q is evaluated analytically, while

for the remaining objective functions it is evaluated using centered differences. The remaining

terms in Eqs. 3.68 and 3.74, namely the objective function sensitivity ∂J /∂X and the residual

sensitivity ∂R/∂X, are also evaluated using centered differences. The use of centered differences

for the evaluation of the partial derivative terms is not computationally expensive. For example,

the centered-difference formula for the residual sensitivities is given by

∂R

∂X n
=

R(X + hen, Q)−R (X − hen, Q)
2h

n = 1, . . . , ND (3.75)

where h is defined by Eq. 3.67. Comparing Eqs. 3.75 and 3.66, it is important to realize that

Eq. 3.75 involves two evaluations of the residual vector per design variable and not two flow

solutions.

Note that the evaluation of residual sensitivities includes the evaluation of grid sensitivi-

ties11, since the design variables do not explicitly appear in the residual equations except for

the angle of attack design variable. The computational cost of the gradient calculation could

be reduced by neglecting grid sensitivities for grid points sufficiently far from the airfoil. This

approach, however, can introduce substantial error in the gradient calculation [131]. Since the

computational cost of the grid-perturbation procedure (see Section 3.5) and of the residual

evaluation is only a small fraction of the overall gradient calculation, we evaluate the residual

sensitivities at every node in the domain. Recently, Hansen et al. [73] introduced a promising

approach for the computation of solution sensitivities due to shape variations that avoids the

11 ∂R
∂X

= ∂R
∂N

∂N
∂X

, where ∂N/∂X represents the sensitivity of the grid node locations, N , to the design variables
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computation of grid sensitivities. The approach is referred to as the fixed basis function finite

element approach, and it has been applied to structural shape optimization problems.

3.4 Optimizer

The optimizer used to solve the aerodynamic shape optimization problem can have a significant

impact on the efficiency of the optimization procedure, see [87] for model problem examples.

Note that by using the penalty method to incorporate side constraints, the optimization problem

is cast as an unconstrained problem. Consequently, the goal of the optimizer is to drive a suitable

norm of the gradient vector to zero. The unconstrained problem is solved using the BFGS12

quasi-Newton algorithm in conjunction with a backtracking line search. A brief description of

the algorithm is provided below. For further details see [36, 133, 140].

The quasi-Newton algorithm, at each iteration p, determines a search-direction vector s

using the relation

sp = −Hp Gp (3.76)

where H represents an approximation to the inverse of the Hessian matrix and G denotes the

gradient vector of the objective function J . Once the search-direction vector is known, the

update of the design variables is given by

Xp+1 = Xp + βp sp (3.77)

where β represents a stepsize length determined by a line-search procedure. Note that if the

stepsize equals unity and Hp is the inverse of the exact Hessian matrix, then Eqs. 3.76 and 3.77

represent Newton’s method driving the gradient to zero. Since the calculation of the exact

Hessian matrix is not practical, the BFGS secant update is used to generate a sequence of

matrices Hp that approximate the inverse of the exact Hessian matrix with increasing accuracy.

The BFGS update is given by

Hp+1 = Hp − Hpυp (Hpυp)
T

υT
p Hpυp

+
δp δT

p

δT
p υp

+ υT
p Hpυp

(
r rT

)
(3.78)

where

r =
δp

δT
p υp

− Hpυp

υT
p Hpυp

(3.79)

and

δp = Xp+1 −Xp (3.80)

υp = Gp+1 − Gp

12Discovered independently by Broyden, Fletcher, Goldfarb, and Shanno.
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The initial matrix H0 is set equal to the identity matrix and the initial stepsize is scaled by the

L2 norm of the gradient. This results in the scaling of the initial search vector to unity and the

first descent direction is equivalent to the steepest-descent direction. After the first step but

before the first update of H, the value of H0 is set to

H0 =
υT

p sp

υT
p υp

I (3.81)

This equation approximates an eigenvalue of the inverse of the initial exact Hessian matrix and

has been found to work well in practice [133].

It is well known that a stepsize of β = 1, i.e. a full-Newton step, results in an overall

superlinear convergence of the algorithm. However, due to the inherent nonlinear nature of the

problem, a full-Newton step may cause divergence of the algorithm during the initial iterations.

This leads to a backtracking line-search procedure that systematically reduces the stepsize until

an acceptable value is found. The acceptable stepsize value is required to satisfy the strong

Wolfe conditions13 [133, 36]

J [Xp + βsp, Q(Xp + βsp)] ≤ J [Xp, Q(Xp)] + c1βG [Xp, Q(Xp)]
T sp

|G [Xp + βsp, Q(Xp + βsp)]
T sp| ≤ c2|G [Xp, Q(Xp)]

T sp| (3.82)

where c1 = 1× 10−4 and c2 = 0.9. These conditions ensure that the updated matrix H remains

positive definite and that a sufficient decrease in the objective function value is obtained for a

sufficiently large stepsize.

When the stepsize does not satisfy Eqs. 3.82, the value of β is reduced by using the following

line-search algorithm. At each step of the line search, the objective function value and the

gradient are required in order to construct a local cubic interpolant for the one-dimensional

function

φ(β) = J [Xp + βsp, Q(Xp + βsp)] (3.83)

The minimum of the cubic interpolant is either at its endpoints or in the interior [133], where

it is given by

βk+1 = βk − (βk − βk−1)
[

φ′(βk) + r2 − r1

φ′(βk)− φ′(βk−1) + 2r2

]
(3.84)

with

r1 = φ′(βk−1) + φ′(βk)− 3
φ(βk−1)− φ(βk)

βk−1 − βk
(3.85)

r2 =
√

r2
1 − φ′(βk−1)φ′(βk) (3.86)

The subscript k denotes a line-search iteration and the prime notation denotes differentiation

with respect to β. It should be emphasized that this line-search algorithm is well suited for

13Also referred to as the Armijo-Goldstein-Wolfe conditions.
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problems where the computation of the gradient is less expensive than an objective function

evaluation.

The line-search algorithm also includes educated guesses for adjusting the stepsize when the

line minimum has been bracketed and when the stepsize is too close to the endpoints [133, 36].

The line search is limited to a maximum of twenty steps in order to prevent unnecessary

iterations when the objective function values become indistinguishable due to small changes in

the stepsize. After each update of the design variables, but before a flow solution, the airfoil

geometry and computational grid are checked for extreme side constraint violations. These

include the detection of airfoil surface cross-over, as well as gap and overlap distances exceeding

15% of the set limits, see Section 3.5. If such violations are detected, the stepsize is reduced by

a factor of two. Although the optimization problem is cast as an unconstrained problem, these

checks are necessary in order to avoid flow solutions for defective geometries and grids, when

the design variable update steps too far in a constrained direction prior to activating a penalty

term. This is especially important during the initial iterations of the optimizer.

At the onset of the optimization, the initial value of the design variables is used to scale the

optimization problem [66] given by

X = L−1X0 (3.87)

where L is a diagonal matrix containing values of the initial design variables, X0. The stopping

criterion for the optimization is based on the scaled L2 norm of the gradient. We require

a reduction of four orders of magnitude in the L2 norm of the gradient in order to ensure

convergence to a local optimum.

3.5 Grid-Perturbation Strategy

As the shape and position of an airfoil evolve during the optimization process, the location of

the grid nodes is adjusted from the baseline configuration to conform to the new configuration.

This could be accomplished by a grid-generation tool, which could generate the required grid at

each iteration of the optimization procedure and also during the computation of the gradient.

Unfortunately, the generation of grids suitable for Navier–Stokes problems is computation-

ally expensive; the process typically requires some user supervision and is difficult to linearize.

Therefore, an algebraic grid-perturbation strategy is used instead. This grid-perturbation strat-

egy is summarized below for the relocation of grid nodes in the normal direction. An analogous

formulation holds for the streamwise direction. First, only airfoil shape changes are considered,

and then the strategy is extended to also include changes in position.

Given a displacement of a B-spline control point in the vertical direction, the grid-perturbation

strategy preserves the location of the outer boundary. The interior nodes along a normal grid
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line are positioned as determined by

ynew
k = yold

k + ∆y (1− Sk) k = 1, . . . , kmax − 1 (3.88)

where ∆y represents the airfoil shape change. Sk is the normalized arclength distance given by

S1 = 0

Sk =
1
Lg

k∑

i=2

Li k = 2, . . . , kmax − 1 (3.89)

where Li is the length of a segment between nodes k and k− 1. Lg is the grid-line length from

the body to the outer boundary given by

Lg =
kmax∑

i=2

Li (3.90)

This grid-perturbation strategy is similar to one of the strategies outlined in [19, 145]. The

strategy works well even for large shape changes in conjunction with both C- and H-topology

grids.

When the optimization problem involves the horizontal and vertical translation design vari-

ables for multi-element configurations, the use of Eq. 3.88 can introduce significantly skewed

grid cells. For example, consider a block in the slot region of the NLR 7301 airfoil, i.e. block 7

in Fig. 3.1(b). This block contains the leading-edge portion of the upper surface of the flap and

the trailing edge of the main airfoil. Figure 3.8(a) shows the original and modified blocks using

Eq. 3.88 for a flap displacement in the positive x-direction. The leading edge of the flap for

the baseline configuration is located at (0.89,−0.025). Note the poor orthogonality of the grid

lines near the body as well as block interfaces. In order to improve the quality of the modified

grid, we introduce a new grid-perturbation strategy given by

ynew
k = yold

k +
∆y

2
[1 + cos (πSk)] k = 1, . . . , kmax − 1 (3.91)

Fig. 3.8(b) shows the modified block resulting from the new grid-perturbation strategy. The

orthogonality of grid lines near the body is significantly improved. Note that for a given

horizontal and vertical flap displacement, blocks 6 to 9 and 11 to 13 in Fig. 3.1(b) require node

adjustment. Changes in the airfoil shape do not affect blocks upstream of the leading edge and

downstream of the trailing edge.

Elliptic smoothing [119, 167] can be applied to the modified grid, which is shown in Fig. 3.8(c).

The interior grid lines become “more” orthogonal across block boundaries. However, ellip-

tic smoothing is computationally expensive and the resulting accuracy benefits are marginal.

Therefore, we do not apply elliptic smoothing to the perturbed grids.
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(a) Grid perturbation using Eq. 3.88
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(c) Elliptic smoothing for grid based on Eq. 3.91

Figure 3.8: Grid-perturbation strategy due to horizontal element translation
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In the present work, we use Eq. 3.88 for C-topology grids, while Eq. 3.91 is used for H-

topology grids. An example that examines the influence of the grid-perturbation strategy

on the accuracy of the computed aerodynamic coefficients is presented in Subsection 4.5. For

excessively large element displacements, the grid-perturbation strategy may generate overlapped

grid cells. As discussed in Section 2.4, constraint equations are introduced in order to limit the

extent of the displacements. Practical limits of the displacements are somewhat case dependent,

but in general, the maximum changes for the gap and overlap distances should not exceed

±0.5%c and ±1%c, respectively, when both translational design variables are active.





Chapter 4

VALIDATION

4.1 Overview

The solution of the aerodynamic shape optimization problem is controlled by the optimizer,

as described in Section 3.4. The optimizer requires inputs from two components: 1) the flow

solver described in Subsection 3.2.2, and 2) the gradient computation algorithm described in

Section 3.3. The output from the optimizer, which is the vector of updated design variables, is

processed by the grid-perturbation algorithm described in Section 3.5. These three components

form a critical part of the Newton–Krylov algorithm, and consequently, we carefully validate

each component in Sections 4.2-4.5. The validation of the gradient computation is divided into

two sections. We establish the accuracy of the gradient in Section 4.3, and we present the

efficiency of the gradient computation in Section 4.4.

All validation and design examples (presented in Chapter 5) are based on one of the following

three airfoil geometries: 1) the single-element NACA 0012 airfoil [1] shown in Fig. 3.1(a), 2) the

single-element RAE1 2822 airfoil [26], and 3) the two-element NLR2 7301 configuration [173]

shown in Fig. 3.1(b). For the RAE 2822 airfoil, we use the standard coordinates instead of the

1Royal Aircraft Establishment
2National Aerospace Laboratory, The Netherlands

57
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measured coordinates. The NLR 7301 airfoil and flap configuration is representative of take-off

settings. The experimentally measured flap position is used, given by an overlap of −5.3%c, a

gap of 2.4%c, and a deflection angle of 19.75◦.

All single-element airfoil cases are computed on a 265× 53 grid for subsonic flows, while a

257× 57 grid is used for transonic flows. For these grids, the distance to the outer boundary is

24c, the off-wall spacing is 2× 10−6c, the leading-edge clustering is 5× 10−4c, and the trailing-

edge clustering is 2×10−3c. For all multi-element airfoil cases, the grids consist of approximately

31,000 nodes. The off-wall spacing is 2× 10−6c, the distance to the outer boundary is 12c, the

spacing at the H-topology grid stagnation points is 2×10−5c, and the trailing-edge clustering is

2× 10−3c. The selected grids are similar to those used for detailed accuracy studies presented

in [185, 34] and provide sufficient numerical accuracy for the test cases considered here. The

circulation correction is not used unless explicitly stated. The dissipation coefficients κ2 and

κ4 in Eq. 3.4 are set to 1.0 and 0.01 for transonic flow, and 0.0 and 0.01 for subsonic flow,

respectively. Hence, the pressure switch is not used for subsonic flow. The CPU times reported

in the following sections are obtained on a 667 MHz Alpha 21264 processor (SPECfp 2000 rating

of 562 peak) with 2 GBytes of memory.

4.2 Flow-Solver Performance

A fast solution of the flow equations is an important component of an effective design algorithm,

since an evaluation of the objective function is required at each iteration of the optimizer. The

accuracy of the flow solver, i.e. the spatial discretization presented in Subsection 3.2.1, has

been established in previous studies [107, 182, 121, 67, 120, 34], and therefore, we focus only

on the speed-up of the convergence rate. The performance of the flow solver is examined for

the following analysis test problems:

1. NACA 0012 airfoil at M∞ = 0.3, α = 6◦ and Re = 2.88× 106.

2. RAE 2822 airfoil at M∞ = 0.729, α = 2.31◦ and Re = 6.5× 106.

3. NLR 7301 airfoil and flap at M∞ = 0.25, α = 8◦ and Re = 2.51× 106.

All cases are assumed to be fully turbulent. For case 1, the flow is subsonic and fully attached.

The freestream conditions for Case 2 are given by Holst [78]. This case features transonic flow

with a moderate-strength shock wave on the upper surface of the airfoil. For case 3, the flow

is subsonic and the freestream conditions are based on [173], but here we consider a slightly

larger Mach number. For all cases, the preconditioner constant φ, see Eq. 3.57, is set to 6.0.

For cases 1 and 2, the level of fill in the preconditioner is set to 2, while for the multi-element

case 3, the fill level is set to 4.



4.2 FLOW-SOLVER PERFORMANCE 59

CPU Time (s)

lo
g(


R


)

0 50 100 150 200 250
-15

-13

-11

-9

-7

-5

-3

-1 CASE 1 AF
CASE 1 NK
CASE 2 AF
CASE 2 NK

(a) Single-element airfoil cases 1 and 2

CPU Time (s)

lo
g(


R


)

100 200 300 400 500 600 700
-16

-14

-12

-10

-8

-6

-4

-2
AF Grid A
NK Grid A
AF Grid B
NK Grid B

(b) Multi-element airfoil case 3

Figure 4.1: Performance of the Newton–Krylov flow solver

Fig. 4.1 shows that the Newton–Krylov flow solver (denoted as NK) is approximately two

to three times faster than the approximate-factorization flow solver (denoted as AF). For many

cases, this speed-up can be even larger. Initially, the convergence rate of both flow solvers is

identical, since approximate-factorization is used as a startup procedure for the Newton–Krylov

flow solver. Figure 4.1(b) compares the performance of the multi-block Newton–Krylov and

approximate-factorization flow solvers for case 3 on two grids, labeled as Grid A and B. Grid

A is the default grid generated by AMBER2d [119, 178] using the parameters specified at the

beginning of this chapter3. The only difference between Grids A and B is that the aspect

ratio is manually reduced by a factor of ten at block interfaces in the wake region of the main

element. As shown in Fig. 4.1(b), the performance of the Newton–Krylov flow solver is fairly

independent of minor variations in the grid quality.

The storage requirements of the Newton–Krylov flow solver are approximately ten times

greater than the storage requirements of the approximate-factorization flow solver. This is

consistent with results presented by Pueyo [141]. For design problems, however, the domi-

nant storage requirements are due to the gradient computation (discussed in Section 4.4), and

consequently, this memory can be reused for the analysis problem.

One of the main difficulties associated with Newton’s method is the startup procedure, as

discussed in Subsection 3.2.2. This startup procedure can be quite expensive, as shown in

Fig. 4.1(a) for case 2 and Fig. 4.1(b) for case 3, where the startup time takes almost half of

the flow solve time. The Newton–Krylov flow solver is particularly well suited for the design

problem since once we obtain the solution for the initial airfoil shape, we “warm-start” the

3For readers familiar with AMBER2d, the usual clustering adjustments at the far-field boundaries are applied.
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remaining flow solves. If the stepsizes during the line-search procedure are sufficiently small,

the startup procedure is not necessary. The warm started flow solves typically converge in 2/3

of the original flow solve time.

4.3 Gradient Accuracy

The finite-difference gradient provides a benchmark that is used to establish the accuracy of the

gradient computation using the flow-sensitivity and adjoint methods. The following represen-

tative test cases are considered: 1) the subsonic inverse design problem, 2) the lift-constrained

transonic drag minimization problem, and 3) the subsonic lift-enhancement problem. For the

computation of the finite-difference gradient, the flow solution is converged 14 orders of mag-

nitude. The flow-sensitivity and adjoint equations are converged 8 orders of magnitude. The

finite-difference stepsize constant, denoted by ε in Eq. 3.67, is set to 1 × 10−6. Numerical ex-

periments revealed that when ε is in the range of 1 × 10−4 to 1 × 10−8, the variation in the

computed value of the finite-difference gradient is very small. Similar results are also obtained

by Wong [179].

For case 1, the freestream conditions are M∞ = 0.3, α = 6◦, and Re = 2.88 × 106. The

NACA 0012 pressure distribution at the given freestream conditions is used as the target pres-

sure distribution. The initial pressure distribution is obtained by replacing the NACA 0012

leading edge with the RAE 2822 leading edge, which modifies the location of B-spline control

points numbered 6, 7, 9 and 10 in Fig. 2.1.

The gradient of the inverse design objective function (Eq. 3.3) with respect to the design

variables associated with the four control points is calculated using centered differences, the

adjoint method, and the flow-sensitivity method. The calculated gradient values are shown

in Table 4.1, where the agreement between the finite-difference, adjoint, and matrix-free flow-

sensitivity gradients is very good.

For case 2, the freestream conditions are from Holst [78], given by M∞= 0.7, Cl = 0.4728,

and Re = 9 × 106. The initial airfoil geometry is the NACA 0012 airfoil. We compute the

gradient of the objective function, Eq. 2.13, with respect to control points 9, 10, 11 and 12 (see

Fig. 2.1), as well as the angle of attack (α). The target drag value, C∗
D, is set equal to 0.0112,

which represents a 30% reduction from the initial drag value. No thickness constraints are

imposed and the values of ωL and ωD in Eq. 2.13 are set to 2.0 and 1.0, respectively. Table 4.2

shows that there is some error in the adjoint gradients relative to the finite-difference gradients.

This is due to the treatment of the pressure switch, Eqs. 3.9-3.11, as a constant with respect to

the flow variables during the differentiation of the residual equations. Note that the pressure

switch was not used for case 1. The agreement between the matrix-free flow-sensitivity gradients
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Table 4.1: Gradient accuracy for case 1

Control Finite Adjoint S-MFa

Point # Difference (% Diff.)b (% Diff.)b

6 -127.82 0 -0.008

7 618.91 0 0

9 -2093.8 0 0

10 -526.58 -0.002 0

a matrix-free flow-sensitivity
b % Diff = (G − GFD)/GFD × 100

Table 4.2: Gradient accuracy for case 2

Control Finite Adjoint S-MFa

Point # Difference (% Diff.) (% Diff.)

9 22.465 -7.0 0.004

10 29.592 4.1 -0.01

11 -16.428 -6.2 0.006

12 2.4066 -8.9 0.47

α 0.57486 0.52 0.06

a matrix-free flow-sensitivity

and the finite-difference gradients is not quite as good as for case 1, but remains excellent.

In order to demonstrate that the differences in Table 4.2 are due to the treatment of the

pressure switch, we perform the following numerical experiment. We first converge the flow

solver and store the pressure switch values, and then we reuse these values when we compute

the two neighbouring states in the centered-difference gradient calculation. Hence, during the

finite-difference gradient calculation the pressure switch is treated as a constant with respect

to the flow variables. The results are summarized in Table 4.3, where the values obtained from

the adjoint method agree well with the finite-difference and flow-sensitivity values. The minor

differences that appear in Table 4.3 are due to the differentiation of the absolute value function,

see Eq. 3.56.

The effect of the far-field circulation correction on the gradient accuracy is shown in Ta-

ble 4.4. We perform a similar numerical experiment to that above; however, we freeze both

the pressure switch and all absolute value functions such that we completely isolate the error
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Table 4.3: Case 2 with frozen pressure switch

Control Finite Adjoint S-MFa

Point # Difference (% Diff.) (% Diff.)

9 20.895 -0.03 -0.005

10 30.803 -0.06 -0.02

11 -15.416 -0.03 0.04

12 2.1940 -0.01 -0.02

α 0.57798 -0.02 0.03

a matrix-free flow-sensitivity

Table 4.4: Case 2 with circulation correction

Control Finite Adjoint S-MFa

Point # Difference (% Diff.) (% Diff.)

9 17.954 -0.1 0

10 27.992 -0.1 0

11 -12.370 -0.7 -0.008

12 2.7021 1.7 0

α 0.54509 0.3 0

a matrix-free flow-sensitivity

contribution from the far-field circulation correction in the adjoint equation. The agreement

between finite-differences and flow sensitivities is very good, and the error in the adjoint gradi-

ents is small. These results suggest that treating the vortex strength as a constant with respect

to the flow variables has a relatively small effect on gradient accuracy.

For case 3, the freestream conditions are M∞ = 0.25, α = 4◦, and Re = 2.51 × 106.

The initial airfoil is the two-element NLR 7301 configuration. We compute the gradient of the

objective function, Eq. 2.13, with respect to control point 5 on the main airfoil (denoted as 5M),

control point 4 on the flap (denoted as 4F), and the horizontal and vertical flap displacements

(denoted as Fx and Fy, respectively), see Fig. 2.2. The target drag coefficient, C∗
D, is set equal

to the initial drag coefficient (0.04298), while the target lift coefficient, C∗
L, is set equal to 2.2.

The initial lift coefficient for this case is 2.149. The values of ωL and ωD in Eq. 2.13 are both set

to 1.0 and there are no side constraints. The pressure switch and the circulation correction are

not used. Table 4.5 shows that there is a good agreement between the finite-difference, adjoint,
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Table 4.5: Gradient accuracy for case 3

Control Finite Adjoint S-MFa

Point # Difference (×10−1) (% Diff.) (% Diff.)

5M -0.12280 0.02 -0.07

4F -0.85325 -0.19 -0.07

Fx -0.25908 0.06 -0.02

Fy -0.33627 -0.05 -0.05

a matrix-free flow-sensitivity

and flow-sensitivity gradients.

4.4 Gradient Computation Efficiency

The critical parameters for efficient gradient computations using the preconditioned GMRES

algorithm described in Subsections 3.2.2 and 3.3.2 are the BFILU level-of-fill, the number of

GMRES search directions, and the value of φ in Eq. 3.57. The residual of the adjoint and

flow-sensitivity equations should be reduced by three orders of magnitude in order to obtain

gradients of sufficient accuracy [146, 130, 91]. For example, Nielsen [130] demonstrates that

for such partially-converged adjoint solutions, the error in the gradient is below 0.01%. Hence,

for a given BFILU level-of-fill, we select the number of search directions such that the adjoint

and flow-sensitivity equations are sufficiently converged, yet GMRES restarts are avoided. The

convergence of GMRES may stagnate after a restart [150], leading to an increase in the gradient

computation time. However, the avoidance of restarts is balanced by the storage and work

requirements of GMRES. The storage requirements increase linearly with the number of search

directions, while work increases quadratically.

On the basis of our experience over a wide range of design problems, BFILU(6) in conjunc-

tion with GMRES(85) and φ = 3 provides an efficient algorithm. For design problems based on

multi-element airfoils, we use φ = 6, which improves the robustness of GMRES, but the number

of GMRES iterations increases by approximately 20%. Figure 4.2 shows the convergence histo-

ries of the adjoint and flow-sensitivity equations for the inverse design problem, labeled as case

1, and the lift-constrained drag minimization problem, labeled as case 2, both introduced in the

previous subsection. The adjoint equation for the inverse design problem takes more iterations

to converge than the drag minimization problem, and note that GMRES is forced to perform a

restart on iteration 86 as shown in Fig. 4.2(a). The flow-sensitivity equation converges well for

both problems as shown in Fig. 4.2(b), where the convergence history of only the first design
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Figure 4.2: GMRES convergence for cases 1 and 2

variable is shown. The convergence histories of the remaining design variables are similar. The

reason for the slower convergence of the inverse design adjoint equation is not fully understood.

However, our experience suggests that the slower convergence rate is not due to the given flow

conditions, and not every inverse design adjoint equation suffers from the slower convergence

behaviour. Further insight is provided by the next test case.

Fig. 4.3 shows the convergence of the adjoint and flow-sensitivity equations for case 3, the

lift-enhancement problem introduced in the previous subsection. The residuals of the flow-

sensitivity equation are shown for each design variable. Fig. 4.3 highlights the influence of

different right-hand-side vectors on the convergence of GMRES. Note that the initial guess for

the adjoint and flow-sensitivity solution vectors is zero, and the pressure switch is not used.

The left-hand side of the flow-sensitivity equation, Eq. 3.70, is the flow Jacobian matrix. This

matrix remains the same for each design variable. For the adjoint equation, Eq. 3.73, the left-

hand side is the transpose of the flow Jacobian matrix. The transpose operator does not change

the eigenvalues of the flow Jacobian. Although the flow-sensitivity equation converges faster

than the adjoint equation, the flow-sensitivity equation must be solved for each design variable,

resulting in a much longer gradient computation time. Note that the asymptotic convergence

rates are roughly equal, as might be expected.

The storage requirements for the adjoint and flow-sensitivity methods are summarized in

Table 4.6 in terms of the double precision numbers required for the GMRES search directions,

the preconditioner, and the flow Jacobian matrix. The integer arrays needed for the CSR and

MSR matrix storage formats [151] are not included. The adjoint method requires the storage of

the flow Jacobian matrix, a BFILU(6) preconditioner, and 85 GMRES search directions. This



4.4 GRADIENT COMPUTATION EFFICIENCY 65

GMRES Iterations

lo
g(


R

es
id

u
al


)

10 20 30 40 50 60 70 80
-8

-7

-6

-5

-4

-3

-2

-1

0
S-MF D.V. 1
S-MF D.V. 2
S-MF D.V. 3
S-MF D.V. 4
Adjoint

Figure 4.3: GMRES convergence for case 3 (S-MF denotes matrix-free flow-sensitivity, D.V.

denotes design variable)

results in total memory requirements of 1.0 + 1.86 + 1.96 = 4.82 expressed in terms of the non-

zeros in the flow Jacobian matrix, see Table 4.6. For the flow-sensitivity equation, the storage

of the flow Jacobian matrix is not required due to the matrix-free implementation of GMRES.

We also provide the storage requirements for the BFILU(2) preconditioner that is used for the

solution of the flow equations. Overall, the storage requirements of the present algorithm for

optimization problems using the adjoint method allow the use of grids with roughly 100,000

nodes on a workstation with 2 GBytes of memory.

The values of the fill level in the BFILU decomposition and the number of search directions

can be significantly reduced for the objective function defined by Eq. 2.13. For example, con-

sider case 2B shown in Figs. 4.2(a) and 4.2(b), which is the lift-constrained drag minimization

problem, evaluated with BFILU(4) and GMRES(60). There is only a minimal reduction in

performance, while the storage requirements are reduced by 26%.

The convergence times for the adjoint solver are summarized in Table 4.7, where TPREC

refers to the time required to form the preconditioner, TGMRES refers to the time required

to reduce the adjoint residual by three orders of magnitude, and flow solve refers to the time

required for a Newton–Krylov flow solve to converge ten orders of magnitude. In all design

examples in this work (see Chapter 5), we converge the flow solution at least ten orders of

magnitude, and therefore, the flow solve times in Table 4.7 provide a good reference. Overall,

for case 1 the time to calculate the gradient is just over one-third of the flow solve time, while

for cases 2 and 3 it is close to one-sixth of the flow solve time. These test cases provide a good

indication of the variation in performance of the GMRES algorithm.

In order to further elucidate the results in Table 4.7, we use case 3 as an example and plot
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Table 4.6: Storage requirements for case 2

Matrix Number of non-zero elementsa

BFILU(0) 0.56

BFILU(2) 0.99

BFILU(4) 1.43

BFILU(6) 1.86

GMRES(60) 1.39

GMRES(85) 1.96

a normalized by the flow Jacobian matrix,

3172675 non-zeros

Table 4.7: Adjoint solver convergence timesa

Case TPREC TGMRES Total Flow Solve

1 4.2 22.9 27.1 75.2

2 4.2 7.0 11.2 65.0

2B 2.6 6.6 9.2 65.0

3 9.2 36.1 45.3 245.0

a CPU time measured in seconds
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Figure 4.4: Comparison of adjoint and flow solve convergence times for case 3

the convergence history of the adjoint and flow equations, as shown in Fig. 4.4. The time for the

formation of the preconditioning matrices is included in Fig. 4.4.4 Comparison of Fig. 4.4 with

similar plots presented by Elliott and Peraire [46], Nielsen [130], Reuther et al. [147], and Kim

et al. [91] indicates that the preconditioned GMRES algorithm is among the fastest gradient

computation algorithms currently available.

4In Fig. 4.4, the “flat step” in the convergence of the flow solver after a three order-of-magnitude decrease in
the residual indicates the formation time of the preconditioner. For the adjoint equation, this time is indicated
at the start of the convergence history.
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Table 4.8: Accuracy comparison of grid-perturbation strategies

Grid CL CD

Baseline 2.149 0.04298

Perturbation using Eq. 3.88 2.154 0.04310

Perturbation using Eq. 3.91 2.155 0.04303

New 2.155 0.04303

4.5 Comparison of Grid-Perturbation Strategies

The two grid-perturbation strategies presented in Section 3.5 are evaluated for design problems

that involve the horizontal and vertical translation design variables. Both strategies work well

for problems that involve only airfoil shape changes. The accuracy of the computed aerodynamic

coefficients for the two strategies is examined for case 3, introduced in Section 4.3.

The baseline configuration is the NLR 7301 airfoil and flap, with a gap of 2.4%c and an

overlap of −5.3%c. Figure 4.5(a) shows the grid details near the trailing edge of the main

element and the leading edge of the flap. The flap is re-positioned to an overlap of −4.8%c and

the same gap, and the baseline grid is adjusted to the new flap position using Eqs. 3.88 and 3.91.

Figures 4.5(b) and 4.5(c) show the resulting grid modifications. We also generate a new grid for

the re-positioned flap that is used as a benchmark to estimate the solution errors resulting from

the grid-perturbation strategies. Table 4.8 shows the values of the aerodynamic coefficients for

the baseline configuration, the two grid-perturbation strategies, and the new grid. The grid

resulting from Eq. 3.91 provides improved estimates of aerodynamic performance.
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(a) Original grid

(b) Grid-perturbation using Eq. 3.88

(c) Grid-perturbation using Eq. 3.91

Figure 4.5: Grid distortion resulting from a flap displacement





Chapter 5

DESIGN EXAMPLES

. . . an optimal allocation of resources is not attained in any given society when it

is still possible to make at least one individual better off in his/her own estimation

while keeping others as well off as before in their own estimation . . .

Vilfredo Pareto (1848-1923)

5.1 Overview

Having validated the individual components of the Newton–Krylov algorithm in Chapter 4, the

performance of this algorithm is now demonstrated for a number of representative design prob-

lems. In Sections 5.2-5.4, single-element airfoil design problems are examined for each objective

function presented in Section 2.3, namely inverse design, lift-constrained drag minimization,

and maximization of lift-to-drag ratio. The optimization of high-lift configurations is presented

in Section 5.5. In the final Sections, 5.6 and 5.7, we consider optimization problems that involve

multiple objectives and operating points.

The grids introduced in Section 4.1 are used for all design examples, except for the multi-

objective problem discussed in Section 5.6. The adjoint method is used for all gradient compu-

tations. The flow-sensitivity method is used only once, in Section 5.3, for a comparison study.

71
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Table 5.1: Preconditioner parameter summary

Gradient Flow Solver

Configuration φa Fill Level φa Fill Level

single-element 3.0 6 6.0 2

multi-element 6.0 6 6.0 4

a see Eq. 3.57

The flow equations are converged at least ten orders of magnitude, while the adjoint equation is

converged at least three orders of magnitude. The dissipation coefficients κ2 and κ4 in Eq. 3.4

are set to 1.0 and 0.01 for transonic flow, and 0.0 and 0.01 for subsonic flow, respectively, unless

stated otherwise. The circulation correction is not used. A summary of parameters used for

the GMRES preconditioning matrices is provided in Table 5.1.

5.2 Inverse Design

A transonic inverse design problem, see Eq. 3.3, is presented for the following initial conditions.

The initial pressure distribution corresponds to the NACA 0012 airfoil and the target pressure

distribution corresponds to a B-spline approximation of the RAE 2822 airfoil at M∞ = 0.7,

α = 3◦ and Re = 9 × 106. In other words, the goal of the optimization is to obtain the

RAE 2822 airfoil from the symmetric NACA 0012 airfoil. The initial shape is described with

15 B-spline control points of which 12 are used as design variables. The control point at the

leading edge and the two control points at the trailing edge (points labeled 1, 8, and 15 in

Fig. 2.1) are kept constant during the optimization.

Figure 5.1(a) shows the initial pressure distribution corresponding to the NACA 0012 airfoil,

the target pressure distribution corresponding to the RAE 2822 airfoil, and the final design

pressure distribution, as well as the corresponding airfoil shapes. Also shown in the figure

are the pressure distribution and airfoil shape after 30 design iterations, which are very close

to the target. The optimization convergence history is summarized in Fig. 5.1(b), where the

abscissa includes the line-search iterations. Note that 90 flow solves and gradient evaluations

are required to reduce the L2 norm of the gradient by 10 orders of magnitude, although plotting

accuracy is achieved within 60 design iterations. In terms of CPU time, plotting accuracy is

achieved in approximately 1.5 hours. The errors in the accuracy of the adjoint gradient due to

the treatment of the pressure switch, see Subsection 4.3, do not appear to significantly affect

the convergence of this design example. The next design example examines the issue of gradient

accuracy in greater detail.
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Figure 5.1: Inverse design problem (12 design variables)

5.3 Lift-Constrained Drag Minimization

A lift-constrained transonic drag minimization problem is solved using the adjoint and flow-

sensitivity methods in order to examine the impact of gradient accuracy on the optimization

problem. The problem setup is identical to case 2 presented in Subsection 4.3, and involves 5

design variables including the angle of attack.

Figure 5.2(a) indicates that after 18 design iterations the upper surface shock is eliminated.

We only plot the adjoint results since those obtained with the flow-sensitivity method are very

similar. The values of CL, CD and α at this stage are 0.4713, 0.01144 and 2.83, respectively,

for the adjoint method and 0.4724, 0.01144, and 2.84, respectively, for the flow-sensitivity

method. At this point, the adjoint method does not appear to be significantly affected by

the errors in its gradient calculation. The convergence of the objective function stalls during

the subsequent search direction for the adjoint method, as shown in Fig. 5.2(b). The BFGS

algorithm is restarted using the steepest descent direction, and the adjoint method catches up

to the matrix-free flow-sensitivity method after 40 design iterations. The values of CL, CD

and α are 0.4727, 0.01123, and 3.33, respectively, for the adjoint method and 0.4726, 0.01123,

and 3.28, respectively, for the matrix-free flow-sensitivity method. The pressure distribution

and the airfoil shape are shown in Fig. 5.2(a). The L2 norm of the flow-sensitivity and adjoint

gradients is reduced by 4.5 and 3.5 orders of magnitude, respectively.

The stalling of the adjoint method appears to be case dependent and we find that for most

design problems the two methods have very similar convergence histories. The corrupted search

direction that causes the stall in the optimization procedure is mostly a result of the triggering
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Figure 5.2: Lift-constrained drag minimization (5 design variables)

of the pressure switch in subsonic regions of the flow, for example near the trailing edge of the

airfoil. The fluctuating pressure-switch values confuse the line-search algorithm and provide

poor updates of the Hessian matrix. The restarting of the optimization procedure with the

steepest-descent direction works well in practice, and we do not use the pressure switch for

design problems with subsonic flow.

5.4 Maximization of Lift-to-Drag Ratio

For the maximization of the lift-to-drag ratio, Eq. 2.14, the following subsonic design problem is

considered. The initial airfoil is the NACA 0012 and the freestream conditions are M∞= 0.25,

α = 9◦, and Re = 2.88× 106. The airfoil shape is described with 15 B-spline control points of

which 10 are used as design variables. The angle of attack is fixed during the optimization. In

addition, after a few trial-and-error optimization runs, five thickness constraints are specified.

These are summarized in Table 5.2, where minimum thickness denotes the minimum allowable

thickness below which the penalty function, Eq. 3.2, is activated. The value of ωT in Eq. 3.2

is set to 0.05. This ensures that the objective function and the thickness penalty are of the

same order of magnitude. The residual of the adjoint equation is reduced by eight orders of

magnitude. This case is similar to one of the cases considered by Liebeck [101]; however, it

should be emphasized that in the present work the flow is assumed to be fully turbulent.

Figure 5.3(a) shows the initial pressure distribution corresponding to the NACA 0012 airfoil,

the final design pressure distribution, and the corresponding airfoil shapes. The lift coefficient
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Table 5.2: Thickness constraints for the maxCL/CD problem

Constraint Locationa Minimum Thicknessa Final Thicknessa

1 6.0 8.0 8.14

2 25.0 10.0 9.85

3 60.0 5.5 5.48

4 80.0 2.0 2.13

5 90.0 1.0 0.998

a % of airfoil chord
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Figure 5.3: Maximization of CL/CD (10 design variables)
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is increased from 0.967 to 1.49, while the drag coefficient increases from 0.01969 to 0.02443.

Correspondingly, the lift-to-drag ratio increases from 49.1 to 61.1, and the L2 norm of the

gradient is reduced by five orders of magnitude in 62 design iterations as shown in Fig. 5.3(b).

The oscillations in the L2 norm of the gradient are due to the activation of thickness constraints,

especially during the line searches. Furthermore, Fig. 5.3(b) shows that the lift-to-drag ratio

is converged to engineering accuracy within 35 design iterations and this is also true for the

objective function (not shown), which includes the thickness penalty term. The coefficient of

skin friction indicates that the flow is separated on the upper surface of the airfoil over the

last 1.5%c. The final airfoil thicknesses are shown in Table 5.2. Three of the five thickness

constraints are active, but the thickness violations are relatively small.

5.5 Optimization of High-Lift Configurations

The performance of the multi-block Newton–Krylov algorithm is examined for the optimization

of high-lift configurations. The first design example, in Subsection 5.5.1, considers the problem

of finding an optimal flap position for the two-element NLR 7301 configuration. The issue of a

local versus a global minimum is also addressed. In the second design example, Subsection 5.5.2,

we perform a constrained optimization for the shape and position of the flap using the NLR 7301

configuration, such that the cruise airfoil shape is not modified.

5.5.1 Flap Position Optimization

The goal is to determine the optimal gap and overlap distances for the NLR 7301 configuration,

such that the modified configuration achieves a higher lift coefficient while maintaining the

same (or lower) drag coefficient as the original configuration. The freestream conditions are

M∞ = 0.25, α = 4◦, and Re = 2.51 × 106. The dissipation coefficients κ2 and κ4 in Eq. 3.4

are set to 0.0 and 0.015, respectively. The resulting initial values of CL and CD are 2.145 and

0.04720. The objective function is given by Eq. 2.13, where we set C∗
L = 2.180 and C∗

D equal to

the initial drag coefficient. The weights ωL and ωD are set to 1.0. The design variables are the

horizontal and vertical displacements of the trailing edge of the flap, as indicated in Fig. 2.2.

The gap and overlap limits are set to ±0.5%c and ±1.0%c, respectively, based on the initial

configuration. The weight associated with the gap and overlap constraints is set to 0.05.

Table 5.3 and Fig. 5.4 summarize the results. Within a few flow and gradient evaluations,

the flap reaches the maximum allowable overlap distance of approximately −4.3%c, at which

point the overlap penalty function becomes active. The optimization converges to the design

#1 configuration, shown in Fig. 5.4. A new grid is generated for this configuration, and the

corresponding values of CL and CD are given in Table 5.3. The optimization is restarted from
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Table 5.3: Gap-overlap optimization summary

Design CL CD Ga Ob

NLR 7301 2.145 0.04720 2.40 -5.31

#1 2.165 0.04687 1.99 -4.28

#2 2.173 0.04677 1.95 -3.30

Final 2.175 0.04675 2.02 -2.68

Target 2.180 ≤ 0.0472

a Gap (%c)
b Overlap (%c)
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Figure 5.4: Flap position summary

the new grid with the same objective function. This procedure is continued until convergence

to the final design is obtained (see Fig. 5.4), where the gap and overlap constraints are no

longer active. Note that the drag objective is satisfied for all the designs. Consequently, the

optimization is purely attempting to maximize the lift coefficient. Overall, a 1.4% increase in

the value of the lift coefficient is obtained. This is achieved by an increased loading on the main

element as well as the flap, as shown in Fig. 5.5.

Example convergence histories for the intermediate design #2 and final configurations are

shown in Fig. 5.6. The oscillations in the L2 norm of the gradient for design #2 are due to the

presence of the gap and overlap constraints. The norm of the gradient is reduced by several

orders of magnitude, which indicates that the optimization converged to a local minimum.

Given that the target value of the lift coefficient is not achieved at the final design con-

figuration (see Table 5.3), it is somewhat surprising that further design improvements cannot

be realized by further extending the effective chord of the configuration. The convergence of

the gradient in Fig. 5.6 indicates that a local optimum has been found, but a global optimum
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is not guaranteed. In order to verify the uniqueness of the optimal solution, the optimization

is restarted from a different initial condition. The flap is re-positioned to a gap of 2.9%c and

an overlap of −0.5%c, i.e. the leading edge of the flap is almost aligned with the trailing edge

of the main element. Figure 5.7 shows that the optimization converges to the same optimal

solution. The data labeled “G24-O53” show the convergence to the optimal solution from the

original configuration, with designs #1 and #2 indicated, while the data labeled “G29-O05”

show the convergence to the same optimal solution from the new initial conditions.

5.5.2 Flap Shape and Position Optimization

The flap position optimization example presented in Subsection 5.5.1 is expanded to include

flap shape changes. As shown in Fig. 5.8, a B-spline curve is fitted over a portion of the upper

surface of the flap, such that the cruise (flap-stowed) configuration is not affected by the shape

modifications. The design variables consist of the four shaded control points, as well as the

horizontal and vertical flap displacements.

The objective function and all the optimization parameters remain unchanged from Subsec-

tion 5.5.1 except for the target lift coefficient, which is increased to 2.2. Table 5.4 and Fig. 5.9

summarize the results. The optimization is started from the optimal gap and overlap values

obtained previously, which is denoted as the initial configuration in Table 5.4 and Fig. 5.9. For

the final design, the gap distance remains approximately constant, but the thickness of the flap

increases considerably near the leading edge, as shown in Fig. 5.9. The gradient convergence
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Figure 5.8: Flap shape and position design variables

Table 5.4: Flap optimization summary

Design CL CD Ga Ob

NLR 7301 2.145 0.04720 2.40 -5.31

Initial 2.175 0.04675 2.02 -2.68

Final 2.2 0.04723 2.06 -2.40

Target 2.2 ≤ 0.0472

a Gap (%c)
b Overlap (%c)

history is shown in Fig. 5.10, where the optimization converges within 25 flow and gradient

evaluations. A new grid is generated for the final configuration, and the corresponding values

of the lift and drag coefficients are provided in Table 5.4. Overall, the final design achieves a

2.5% increase in the lift coefficient value, while almost no drag penalty is incurred when com-

pared with the original NLR 7301 configuration. Comparison of Figs. 5.5 and 5.11 shows that

the loading on both elements is significantly increased as a result of the shape design variables.
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Figure 5.9: Flap shape and position summary (D.V. denotes design variable)
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5.6 Multi-Objective Design

The design examples considered so far are based on a single objective function in conjunction

with a few constraints. Since practical design problems usually involve multiple objectives, we

investigate the performance of the Newton–Krylov algorithm for the computation of a set of

non-inferior solutions that is based on two competing objective functions. In particular, we

consider the design of an airfoil shape to achieve specified lift and drag coefficients using the

following two objectives:

JL =
(

1− CL

C∗
L

)2

(5.1)

JD =
(

1− CD

C∗
D

)2

(5.2)

The target lift and drag coefficients are chosen such that for a given set of design variables

and constraints, the two objectives cannot be satisfied simultaneously. The objectives are

competing, since a reduction in drag will typically result in a reduction in lift due to the

decrease in the thickness and camber of the airfoil. Consequently, this problem does not have a

unique solution. Instead, we seek to find a set of non-inferior solutions, where an improvement

in one of the objectives results in a degradation of the other. Such solution sets are referred

to as Pareto fronts. This concept was first introduced in the field of sociology and the original

definition is briefly stated in the opening quote of this chapter.

There are numerous techniques to solve multi-objective problems [25, 108]. The technique

used here is the weighted-sum method. The vector of the objective functions is converted to a

scalar by assigning a weight to each objective and then forming a sum of the objectives. The

resulting objective function is similar to Eq. 3.1 and is given by

J = ωL JL + (1− ωL)JD + ωT

Nc∑

j=1

Cj (5.3)

where ωT = 1.0. Although the use of this technique is problematic for poorly scaled problems

and non-convex Pareto boundaries, the implementation of this technique is straightforward and

it can provide considerable insight into multi-objective problems.

The results are presented for the following transonic design example. The freestream con-

ditions are M∞= 0.7 and Re = 9 × 106. The dissipation coefficients κ2 and κ4 in Eq. 3.4 are

set to 0.0 and 0.01, respectively. The computational grid consists of 201×45 nodes. Additional

grid parameters are given in Section 4.1. We specify a target lift coefficient of 0.55 and a target

drag coefficient of 0.0095. The initial airfoil is the NACA 0012 airfoil. The airfoil shape is

described with 15 B-spline control points and we use 10 control points as design variables, as
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Figure 5.12: B-spline control points and design variables (shaded control points)

Table 5.5: Thickness constraints

T. C. no. 1 2 3

Location (%c) 25.0 92.0 99.0

Thickness (%c) 11.8 0.9 0.2

shown in Fig. 5.12. The angle of attack is also a design variable, resulting in a total of 11 design

variables. In addition, we specify three thickness constraints as summarized in Table 5.5.

The computed Pareto front is shown in Fig. 5.13, where the trade-off between the competing

objectives is clearly captured. The label T.C. denotes the thickness-constraint penalty value.

Also shown are two sample airfoil shapes obtained at the end-points of the front. Aerodynamic

coefficients for a few selected solutions are provided in Table 5.6.

Example convergence histories for different values of ωL are shown in Fig. 5.14(a). The first

optimal solution is obtained for ωL = 0.9, which requires approximately 130 flow and gradient

evaluations. As discussed in Section 5.4, the oscillations in the L2 norm of the gradient are

mainly due to the activation of thickness constraints during the line searches. The solutions for

the remaining values of ωL are computed in decreasing order by warm-starting the optimization

from the previous solution. The warm-started solutions are typically obtained in 65 to 90 flow

and gradient evaluations, as indicated in Fig. 5.14(a). An example convergence history of the

objective function is shown in Fig. 5.14(b) for ωL = 0.9. The values of the objective function

are plotted at the end of each search direction, i.e. when the line-search exit criteria are

satisfied. Note that within 25 flow and gradient evaluations, the objective function is converged

to engineering accuracy. Hence, the computation of Pareto fronts using such partially converged

Table 5.6: Aerodynamic coefficients for selected Pareto optimal solutions

ωL CL CD α

0.9 0.5440 0.01204 0.264

0.7 0.5291 0.01187 0.222

0.5 0.5074 0.01169 0.167

0.3 0.4693 0.01145 0.0906

0.1 0.3681 0.01099 -0.0557
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Figure 5.13: Pareto front (11 design variables)
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Figure 5.15: Control points and design variables (shaded) for the RAE 2822 airfoil

solutions can significantly reduce CPU time requirements.

Since the Pareto front shown in Fig. 5.13 has been obtained using a gradient-based method,

the convergence to a true, or global, Pareto front is not guaranteed. In [128], we confirm that the

Pareto front obtained by the Newton–Krylov algorithm is a global front. This is accomplished

by solving the present multi-objective problem using a genetic algorithm developed by Holst

and Pulliam [79], which is specifically tailored to capture global fronts.

5.7 Multi-Point Design

In order to investigate the performance of the Newton–Krylov algorithm for multi-point opti-

mization problems, the design of a low-drag airfoil for transonic flight conditions at a specified

lift coefficient is considered. This example is based on one of the cases studied by Drela [38],

where the AGARD Case 13a [26] is used for initial conditions. The objective function is given

by Eq. 2.13, with the target drag coefficient, C∗
D, set to 0.013, and the target lift coefficient, C∗

L,

set to 0.733. The Reynolds number is 2.7×106 and the initial angle of attack is 2◦. The artificial

dissipation coefficients κ2 and κ4 in Eq. 3.4 are set to 0.0 and 0.02, respectively, in order to

avoid stalling during the line-search iterations (discussed previously in Section 5.3). The initial

airfoil is the RAE 2822 airfoil. The airfoil shape is described with 25 control points, and we use

19 control points as design variables, as well as the angle of attack. The B-spline control points

together with the active design variables are shown in Fig. 5.15. The values of ωL and ωD are

set to 1.0 and 0.1, respectively. In addition, three airfoil thickness constraints are specified, as

summarized in Table 5.7. The constraint at 35%c represents the initial airfoil thickness, while

the constraints near the trailing edge are used to prevent airfoil surface cross-over. The value

of ωT is set to 1.0 in order to maintain the initial airfoil thickness at 35.0%c.

First, we consider a one-point optimization problem for the design Mach number of 0.74.

Figure 5.16(a) shows the initial and final pressure distributions and the corresponding airfoil

shapes. The shock wave on the upper surface of the airfoil is eliminated, and the airfoil thickness

at 35%c is maintained, as indicated in Table 5.7. Figure 5.16(b) shows the values of the drag

coefficient over a range of Mach numbers for CL = 0.733. The drag coefficient is reduced by

36.4% at the design Mach number. However, for Mach numbers below 0.71 the optimized

airfoil performs significantly worse than the original airfoil. This is a well-known weakness of
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Table 5.7: Thickness constraints for multi-point design

Final Thicknessa

Constraint Locationa Minimum Thicknessa One-point Two-point Four-point

1 35.0 12.04 11.97 11.97 11.88

2 96.0 0.5 0.5 0.5 0.5

3 99.0 0.12 0.12 0.12 0.1201

a % of airfoil chord
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Figure 5.16: One-point optimization (20 design variables)

optimizations based on a single-operating point. The resulting designs are generally not robust,

i.e. their performance for mildly perturbed operating conditions is not satisfactory.

The convergence histories of the objective function and gradient are shown in Fig. 5.17,

where the values are plotted at the end of each search direction. Due to the larger number of

design variables, the L2 norm of the gradient is only reduced by two orders of magnitude after

180 design iterations (flow solves and gradient evaluations). Note that after 40 design iterations

the changes in the objective function value are relatively small. Significant computational effort

is required to reduce the gradient by an additional two orders of magnitude. This is achieved in

approximately 800 design iterations1, which is not practical and also not necessary. In Table 5.8,

we provide the percent differences between the final (converged) values of CL and CD and a few

selected values obtained during the optimization. The final values of CL and CD are 0.7287 and

1In an effort to limit numerical errors in the BFGS Hessian approximation and also due to implementation
issues, the optimization is restarted from the steepest-descent direction every 185 design iterations.
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Figure 5.17: Objective function and gradient convergence histories for one-point design

Table 5.8: Convergence of aerodynamic coefficients, one-point design

Search Directions Flow and Gradient CL CD

Evaluations (% Diff.) (% Diff.)

0 1 -16.7 7.7

10 12 -1.9 6.5

20 22 -0.8 4.2

40 42 -0.5 2.8

150 181 -0.2 0.7

0.01423, respectively. Hence, within 40 design iterations the agreement between the partially

converged values of the aerodynamic coefficients and the final values is very good. For example,

at 40 design iterations the value of CD is 0.01463, which is within 4 counts of the final value.

Next, we consider two- and four-point optimization problems such that the performance of

the airfoil is improved over a range of Mach numbers. For the two-point problem, the selected

design Mach numbers are 0.68 and 0.74 (after a few trial-and-error optimizations). The weights

assigned to each design Mach number for the weighted-sum method, Eq. 2.15, are 1.0 and 2.0,

respectively. Note that the same target lift and drag coefficients from the one-point optimization

are used for all operating points and each operating point adds an additional angle of attack

as a design variable. Figure 5.18(a) shows the initial and final pressure distributions and the

corresponding airfoil shapes for the design point M = 0.74. Again, the upper-surface shock
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Figure 5.18: Two-point optimization (21 design variables)

wave is eliminated and the final thicknesses at the constrained locations match the one-point

design, as shown in Table 5.7. Figure 5.18(b) shows a significant improvement in the values

of the drag coefficient over the Mach number range of interest for CL = 0.733 when compared

with the initial RAE 2822 airfoil and the one-point optimization design shown in Fig. 5.16(b).

The drag coefficient is reduced by 36.3% at the design Mach number of 0.74, which is very close

to the reduction obtained for the one-point optimization problem.

For the four-point problem, the selected design Mach numbers are 0.68, 0.71, 0.74 and 0.76

with associated weights of 1.0, 1.0, 2.0 and 3.0, respectively. Figure 5.19(a) shows the initial and

final pressure distributions and the airfoil shapes for the design point M = 0.74. Unlike the one-

and two-point optimization problems, the current pressure distribution indicates a weak shock

on the upper surface of the airfoil. The thicknesses at the constrained locations are summarized

in Table 5.7. Figure 5.19(b) shows the values of the drag coefficient over a range of Mach

numbers for CL = 0.733. When compared with the initial RAE 2822 airfoil, the new design

achieves significantly lower drag values for Mach numbers above 0.71. The drag coefficient is

reduced by 34.2% at M = 0.74, which is only slightly less than the reduction obtained for

the one- and two-point optimization problems. More importantly, the drag-divergence Mach

number is increased by 7.0% when compared with the initial RAE 2822 airfoil.

Figure 5.20 shows the objective function and gradient convergence histories, where design

iterations denote the number of objective function and gradient evaluations. It is important to

realize that each design iteration represents four flow and gradient evaluations. The convergence

of the objective function is slightly slower than for the one-point optimization shown in Fig. 5.17,

but again the largest changes in the objective function value occur within 40 design iterations.
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Figure 5.19: Four-point optimization (23 design variables)
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Chapter 6

CONCLUSIONS AND

RECOMMENDATIONS

A Newton–Krylov algorithm for the design of single- and multi-element airfoil configurations

has been developed. The algorithm consists of four modules: 1) design variables and grid

perturbation, 2) flow solver, 3) gradient computation, and 4) optimizer. The design variables are

based on a B-spline parameterization of the airfoil. A novel algebraic grid-perturbation strategy

is introduced. The discretized Navier–Stokes and turbulence model equations are differentiated

by hand and the adjoint method is used to compute the objective function gradient. The

preconditioned GMRES method is applied to solve not only the flow equations, where it is used

in conjunction with an inexact-Newton method, but also the adjoint equation. The accuracy

of the gradient is verified by comparison with gradients based on the finite-difference and flow-

sensitivity methods. The optimization problem is cast as an unconstrained problem by using

quadratic penalty functions. A BFGS quasi-Newton optimizer is used to solve the unconstrained

problem.

A detailed evaluation of the algorithm has been performed with emphasis on the accuracy

and efficiency of the gradient computation and the efficiency of the flow solver. The results

91
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demonstrate that the new algorithm provides a highly efficient approach for aerodynamic design

problems governed by the Navier–Stokes equations. Use of the Navier–Stokes equations is par-

ticularly relevant for high-lift applications, where viscous effects and boundary-layer separation

can be dominant. Key reasons for the effectiveness of the algorithm, which can also be consid-

ered the main research contributions, are the introduction of a novel preconditioning strategy

for GMRES and the accurate differentiation of the residual equations. The preconditioning

strategy has been optimized for both the flow solution and the gradient evaluation.

On the basis of the validation cases presented in Chapter 4 and design examples in Chapter 5,

we provide the following conclusions that characterize the performance of the new algorithm:

1. The gradient computed using the adjoint method shows excellent accuracy for subsonic

cases with some error relative to finite-difference and flow-sensitivity gradients in tran-

sonic cases. The error is primarily caused by treating the pressure switch used for shock

capturing and the vortex strength associated with the far-field circulation correction as

constants during the differentiation of the residual equations. The small error does not

significantly affect the final design. However, this error can cause the line search to stall,

as discussed in the lift-constrained drag minimization example. The storage of the flow

Jacobian matrix required by the adjoint method results in a memory usage increase of

20% when compared with the flow-sensitivity method.

2. Robust and efficient computation of the gradient is obtained with GMRES(85) using

a BFILU(6) preconditioner. A critical component of the gradient computation is the

preconditioner. The preconditioner is based on an approximation of the flow Jacobian

matrix. The approximation involves the artificial dissipation coefficients in conjunction

with the parameter φ, which was set to 3.0 for single-element cases and 6.0 for multi-

element cases. The preconditioner based on the approximate flow Jacobian matrix has

lower memory requirements, yet provides faster convergence than a preconditioner based

on the exact flow Jacobian matrix. The gradient is computed in one-fifth to one-half of

the time of a warm-started flow solution, which is significantly faster than results reported

in literature. Note that the adjoint residual is reduced at least three orders of magnitude

in order to ensure sufficiently accurate gradients and that the computational cost of the

adjoint method is independent of the number of design variables.

3. Fast convergence of the flow equations is obtained using 40 GMRES search directions and

BFILU(4). The preconditioner is based on the same approximate flow Jacobian matrix

used for the gradient computation, with the parameter φ set to 6.0. The initial guess

required by Newton’s method is provided by an approximate-factorization flow solver,

which is also used to benchmark the performance of the new solver. The convergence of the
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new solver is on average three times faster for a wide range of test cases, including subsonic

and transonic flow conditions, as well as single- and multi-element airfoils. The new solver

is well suited for optimization problems due to the rapid convergence of Newton’s method

from nearby solution states.

4. The present B-spline parameterization technique is particularly effective for multi-element

configurations, where only local geometry modifications are desired. Typically, twelve

B-spline control points for each airfoil surface are necessary in order to obtain a close

approximation of the original airfoil and provide sufficient shape flexibility. This results

in a relatively compact design space.

5. The novel grid-perturbation strategy provides improved estimates of aerodynamic perfor-

mance for design examples that involve the optimization of the relative position of flaps

and slats. However, for sufficiently large element displacements, the grid-perturbation

strategy generates highly skewed and possibly overlapped grid cells. This breakdown is

automatically detected and a grid generator is used to create a new grid.

6. The penalty formulation, which is used to impose performance and structural constraints,

performed well for all cases studied here. However, it should be noted that the number

of constraints considered is relatively small, i.e. less than ten constraints.

7. The weighted-sum method used for the Pareto front computation and the multi-point

optimization problems provides a simple and effective approach. A notable difficulty of

this approach is the selection of weights associated with each operating point, such that

a robust design is obtained for a range of operating conditions.

8. For all design examples, the L2 norm of the gradient is reduced by several orders of

magnitude, which indicates convergence to a local optimum. The number of design itera-

tions (objective function and gradient evaluations) required to reach the optimal solution

depends on the number of design variables and the objective function. Objectives that

involve the drag coefficient converge more slowly than objectives based purely on the lift

coefficient. For design examples with approximately ten design variables, the gradient is

reduced by at least four orders of magnitude within 100 design iterations. The slowest

convergence is obtained for the multi-point optimization example. This example involved

20 design variables and required approximately 800 design iterations to reduce the norm of

the gradient by four orders of magnitude. However, the design examples clearly demon-

strate that such a large number of design iterations is not necessary in order to reach

engineering accuracy. The greatest improvements in the objective function value occur
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within just 10 design iterations, and the results are converged to engineering accuracy

within 50 design iterations for all examples considered.

9. Design examples that involve the optimization of high-lift configurations represent the

most important practical application of the new algorithm. The use of gradient-based

methods for high-lift design is demonstrated to be advantageous. This is due to the

fact that relatively few flow solutions are required in order to obtain significant design

improvements, which is a consequence of the accurate and efficient evaluation of the

gradient.

10. Convergence to only local optimal solutions is a well-known limitation of gradient-based

methods. We verify the uniqueness of the optimal solution in two design examples, namely,

the flap position optimization and the Pareto front computation. In the former example,

two distinct initial conditions are used and we show that within a practical region of

the design space the objective function is unimodal. In the latter example, a genetic

algorithm specifically tailored for the computation of global Pareto fronts is used to verify

the uniqueness of the gradient-based front.

The conclusions suggest a number of improvements that could enhance the capabilities of the

present algorithm. These improvements, as listed below, could be implemented and evaluated

within the established framework:

• For optimization problems that are dominated by transonic flow with strong shocks or

supersonic flow, a differentiation of the pressure switch would provide better convergence

characteristics and accuracy of the optimization. Differentiation of the current pressure

switch, Eqs. 3.9-3.11, is problematic, since it contains a combination of several discontin-

uous functions. Furthermore, the differentiation would result in an increased bandwidth

of the flow Jacobian. Perhaps an appropriate simplification of the pressure switch, or the

use of a simpler limiter function that is already available in the flow solver [122], would

resolve this issue.

• Modifications of the grid-perturbation strategy such that the location of neighbouring

block boundaries is adjusted as the multi-element configuration changes could increase

the range of motion for flaps and slats and improve the quality of the modified grid. Grid-

topology changes appear to be a limitation of the present multi-block approach. This

motivates the development of Newton–Krylov algorithms for unstructured and chimera

grids, as well as the development of automatic grid-generation tools.

• Matrix or CUSP dissipation [122], a higher-order algorithm [34], and the ability to specify

(or predict) boundary-layer transition could be used to improve the accuracy of the flow
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solver and consequently, the accuracy of the optimization. The implementation of these

techniques such that the efficiency of the Newton–Krylov flow solver and the gradient

computation algorithm is maintained presents a significant research challenge.

• Advanced optimizers, such as SQP methods, could improve the convergence and robust-

ness of the optimization and provide a more efficient treatment of constraints. The use of

grid sequencing could also provide significant convergence acceleration. Note that the lift

constraint could be eliminated by forcing the flow solution to match the desired lift by

adjusting the angle of attack within the flow solver at each iteration of the optimization.

• Further development of methods for problems with multiple objectives and operating

points is required. For multi-point problems, the profile optimization method recently

introduced by Li et al. [100] and the probabilistic approach suggested by Huyse et al. [81]

are promising robust design techniques. An investigation of goal-attainment methods

and the use of concepts from game theory [137] could provide insight into multi-objective

problems.

• Newton–Krylov algorithms offer a promising approach for multidisciplinary optimization

problems, in particular aero-structural optimization, since an efficient synthesis of solvers

based on computational structural mechanics and computational fluid dynamics could be

achieved, for example see [105].

• Assessments of the physical models and the required grid refinement are necessary in order

to establish the validity of the optimal designs. For example, an investigation of the ability

to quantitatively predict aerodynamic performance due to a change in the position of a

flap or a slat is required. Additional areas of interest include shape optimization subject

to flow with regions of large separation, for instance the flow at post-stall conditions, and

internal-flow problems.

• The algorithm should be extended to three-dimensional problems. A critical factor is the

large memory requirement of Krylov methods. The use of parallel processing techniques,

such as Schwarz methods [70] and parallel ILU preconditioners [41], should be investigated.

As a final thought, we would like to emphasize that although the Newton–Krylov algorithm

provides a strong foundation for effective aerodynamic shape optimization tools, the algorithm

addresses only a fraction of the design problem. For example, the realization that vortex

generators can in some instances provide a performance advantage or the decision of how many

high-lift elements are optimal, requires the insight and skill of an experienced aerodynamicist.

Perhaps concepts from topology optimization and even artificial intelligence may guide the

development of future aerodynamic design algorithms.
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Appendix A

Boundary Conditions

For C-topology grids, the normal and tangential velocity components at the far-field boundary

(k = kmax, see Fig. 3.2) are given by

Vn =
ηx u + ηy v√

η2
x + η2

y

(A.1)

Vt =
ηy u− ηx v√

η2
x + η2

y

(A.2)

For H-topology grids, the normal and tangential velocity components (see Fig. 3.2(b) and for

further details see [33, 119]) are given by

Vn = φ(κ̃xu + κ̃yv)

{
φ = 1 sides 3 and 4

φ = −1 sides 1 and 2
(A.3)

Vt = φ(κ̃yu− κ̃xv)

{
φ = 1 sides 1 and 4

φ = −1 sides 2 and 3
(A.4)
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The metric terms are defined by

κ̃x =





ξx√
ξ2
x + ξ2

y

sides 2 and 4

ηx√
η2

x + η2
y

sides 1 and 3
and κ̃y =





ξy√
ξ2
x + ξ2

y

sides 2 and 4

ηy√
η2

x + η2
y

sides 1 and 3
(A.5)

The flow variables at the far-field boundary are computed using the following expressions:

Vn =
1
2
(R1 + R2) (A.6)

a =
1
4
(γ − 1)(R2 −R1) (A.7)

ρ = (
1
γ

a2 R4)
1

γ−1 (A.8)

p =
1
γ

ρ a2 (A.9)

and the velocities are obtained from

u =





−κ̃xVn + κ̃yVt

−κ̃xVn − κ̃yVt

κ̃xVn − κ̃yVt

κ̃xVn + κ̃yVt

side 1

side 2

side 3

side 4

and v =





−κ̃yVn − κ̃xVt

−κ̃yVn + κ̃xVt

κ̃yVn + κ̃xVt

κ̃yVn − κ̃xVt

side 1

side 2

side 3

side 4

(A.10)

Circulation Correction

A compressible potential vortex solution is added as a perturbation to the free-stream veloc-

ity [143]

uf = u∞ +
βΓ sin(θ)

2πr[1−M2∞ sin2(θ − α)]
(A.11)

vf = v∞ − βΓ cos(θ)
2πr[1−M2∞ sin2(θ − α)]

(A.12)

where Γ = 1
2M∞ cCL, β =

√
1−M2∞, and r and θ are the polar coordinates to the point of

application at the far-field boundary relative to the quarter-chord point on the airfoil chord

line. The speed of sound is also corrected to enforce constant free-stream enthalpy as follows:

a2
f = (γ − 1)

(
H∞ − 1

2
(u2

f + v2
f )

)
(A.13)
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GMRES

In order to solve the linear system of equations

Ax = b (B.1)

the GMRES algorithm finds at every iteration m an approximate solution of the form xm ∈
{x0 +Km}, such that the L2 norm of the residual rm = b−Axm is minimized. The initial guess

is denoted by x0 and Km is a Krylov subspace given by

Km = span{v1,Av1,A2v1, ...,Am−1v1} (B.2)

The vector v1 is formed from the initial guess

v1 =
r0

‖r0‖2
=

b−Ax0

‖b−Ax0‖2
(B.3)

For further details see [150].

The SPARSKIT [151] implementation of GMRES is used in conjunction with the ILUK(P)

preconditioner. The only modification performed to the GMRES algorithm was to simplify

the first iteration of the algorithm since the initial guess was always zero. The following is an

outline of the preconditioned GMRES algorithm:

1. Start: Choose x0, compute r0 = b−Ax0 and v1 = r0/‖r0‖2
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2. Iterate: For j = 1, . . . , m do

Preconditioning: zj = M−1vj

wj = Azj

hi,j = (wj , vi), i = 1, 2, . . . , j

v̂j+1 = wj −
∑j

i=1 hi,jvj

hj+1,j = ‖v̂j+1‖
vj+1 = v̂j+1/hj+1,j

3. Solve the least-squares problem:

min
ym

||β e1 − H̄m ym||2

where β = ||r0||, e1 denotes the first column of an m ×m identity matrix, and H̄m is a

(m+1)×m upper-Hessenberg matrix containing the hi,j coefficients. Check exit condition.

4. Form the approximate solution:

Apply preconditioner:

um = M−1 (Vm ym)

where Vm is a NF ×m matrix with columns v1, . . . , vm.

Form xm = x0 + um

5. Restart:

Compute rm = b−Axm, if satisfied then Stop,

else x0 ← xm and Goto 1

Note that the GMRES algorithm requires only matrix-vector products. This is indicated

in step 2 of the above algorithm, where we require the product Az, or without preconditioning

Av. For the Newton–Krylov flow solver, the matrix vector products are approximated using

first-order finite differences

Av ' R(Q̂ + hv)−R(Q̂)
h

(B.4)

where h denotes the stepsize. The stepsize is given by

h =
√

εm / ||v||2 (B.5)

where εm is the value of machine zero, which for the computer hardware used in this work is

2.2× 10−16. This strategy is based on the work of Pueyo and Zingg [142]. For the solution of

the flow-sensitivity equation, the user can select first- or second-order finite differences. The

second-order finite-differences require more computational effort and we find that the gain in

accuracy does not have a significant effect on the convergence of the optimization.


